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Abstract

Using survey data, we document that predictable exchange rate forecast errors

are responsible for the uncovered-interest-parity (UIP) puzzle and its reversal at

longer horizons. We develop a general-equilibrium model based on shock mis-

perception and over-extrapolative beliefs that reconciles these and other major

exchange rate puzzles. These beliefs distortions generate both under- and over-

reaction of expectations that account for the predictability of forecast errors

about interest rates, exchange rates, and other macroeconomic indicators. In

the model, forecast errors are endogenous to monetary policy and explain the

change in the behavior of UIP deviations that emerged after the global financial

crisis.
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Uncovered interest rate parity (UIP) predicts that an increase in the domestic interest

rate should coexist with an expected depreciation of the domestic currency, so as to

eliminate any excess return from holding a domestic bond instead of a foreign one. In

the data, however, high interest rate currencies tend to appreciate in the short run and

carry, therefore, a positive excess return. This empirical regularity is known as the

UIP puzzle. Furthermore, recent evidence revealed that the puzzle is more complex:

high interest rates today predict a negative excess return 3 to 6 years into the future.

That is, the UIP puzzle reverses directions at longer horizons.1

We begin by showing that the classic UIP puzzle and its subsequent reversal are

both accounted for by systematic forecast errors. Using survey data on exchange rate

forecasts for advanced economies, we confirm earlier evidence that high interest rate

differentials are systematically associated with a belief that the exchange rate will

depreciate in the short-run but are followed, on average, by an appreciation. This

under-prediction of the value of the domestic currency explains its positive short-run

excess returns. In addition, we document a new fact: high interest rates today are

systematically associated with a future over-prediction of the value of the domestic

currency. That is, the domestic currency eventually depreciates faster than expected,

accounting for the negative excess returns at longer horizons. Quantitatively, these

predictable exchange rate forecast errors closely track the UIP deviations at short

and longer horizons, accounting for the UIP puzzle and the UIP puzzle reversal. In

other words, systematic expectation errors, as opposed to time-varying expected excess

returns, are responsible for both puzzles.2

In this paper we propose a mechanism based on distorted beliefs that explains the

UIP puzzle and its reversal. Beliefs in our model exhibit an initial under-reaction

and a subsequent over-reaction to changes in fundamentals. When placed in a general

equilibrium environment, our mechanism reproduces the well-documented predictabil-

ity of forecast errors about exchange rates and key macroeconomic indicators, while

accounting for several exchange-rate puzzles.3 These forecast errors are endogenous to

1Classic references to the UIP puzzle are Bilson (1981) and Fama (1984). An excellent survey on
the more recent literature is Engel (2014). Evidence on the UIP puzzle reversal at longer horizons
can be found in Bacchetta and Van Wincoop (2010), Engel (2016), and Valchev (2020).

2Froot and Frankel (1989) show that forecast errors account for the classic UIP puzzle for advanced
economies. In concurrent work, Kalemli-Ozcan and Varela (2021) confirm that forecast errors explain
the UIP puzzle for advanced economies, but they show that this is not the case for emerging economies.

3That is, our model speaks to recent evidence on the properties of survey expectations for both
macro variables (Coibion and Gorodnichenko, 2015; Angeletos et al., 2020; Kohlhas and Walther,
2021) and exchange rates (Stavrakeva and Tang, 2020b; Bussiere et al., 2018).

1



policy and explain the change in the behavior of UIP deviations that emerged after the

global financial crisis. Our findings point to an important role of beliefs distortions in

explaining exchange rate dynamics.

To illustrate the essence of our mechanism, we first formulate a simple model of dis-

torted beliefs about the future interest rate path. We specify an environment in which

investors have to determine whether interest rate shocks are transitory or persistent.

As in Gourinchas and Tornell (2004), investors overstate the relative importance of

transitory interest rate shocks. In addition, we assume that investors over-extrapolate,

that is, they perceive persistent shocks to be more autocorrelated than they actually

are. The exchange rate is then determined by UIP under investors’ subjective beliefs

about the future interest rate path.4

Our mechanism features both short-run under-reaction and longer-run over-reaction

to changes in the interest rate differential. To gain intuition, suppose that the U.S.

interest rate rises and then gradually returns to its initial level. If expectations were

rational, the US dollar would appreciate immediately and gradually return to its long-

run value. Instead, expectations in our model feature two biases which, by their own

nature, dominate at different horizons. First, investors misperceive the shock to be

partly transitory and initially under-react to the interest rate increase. When the

interest rate turns out to be higher than first expected, investors’ upward revision of

the future interest rate path causes an appreciation of the dollar, which experiences

positive excess returns in the short run. Second, over-extrapolation leads investors to

perceive shocks to be more persistent than they actually are, causing the dollar to

be, at some point, over-appreciated relative to rational expectations. This excessive

dollar appreciation entails a subsequent downward revision of the interest rate path

that generates negative excess returns in the medium run.

We then provide empirical evidence in support of the mechanism. In the simple

model laid out above, exchange rate forecast errors arise from errors in interest rates

forecasts: interest rate expectations under-react in the short run while they over-react

in the longer run to an interest rate innovation. This is a necessary condition to

generate the reversal in exchange rate forecast errors. We verify this key prediction

using data on forecasts of interest rates (not examined in our analysis thus far) and find

that it is empirically supported: interest rate expectations are excessively pessimistic

4We do not argue that exchange rate dynamics depend on beliefs about the interest rate path
alone. Indeed, the mechanism we describe below would resolve both puzzles even if similarly distorted
beliefs were held on other exchange rate determinants that correlate with interest rate differentials.
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in the short run while excessively optimistic in the longer-run, favoring our proposed

interpretation of the UIP puzzle and subsequent reversal.

We then take all these insights to a two-country general-equilibrium (GE) envi-

ronment where we can study the broader macroeconomic impact of these belief dis-

tortions. The key departure from a standard model is that agents misperceive and

over-extrapolate shocks to fundamentals. Given these beliefs, macroeconomic out-

comes, including interest rates, and expectations thereof are determined endogenously.

We discipline the extent of belief distortions with recent evidence on forecast errors for

U.S. output and inflation (Coibion and Gorodnichenko, 2015; Angeletos et al., 2020;

Kohlhas and Walther, 2021). Nevertheless, our model is consistent with several as-

pects of exchange rate forecast error predictability including, but not limited to, our

UIP-based regressions.5 We find this remarkable because it suggests that expectations

about very different macro quantities and prices, typically studied in isolation, may be

subject to similar distortions.

The GE model delivers several insights and testable predictions. First, it rational-

izes various open-economy puzzles, including the dual UIP puzzle, the excess comove-

ment puzzle (Engel, 2016), the PPP puzzle, and the Backus-Smith puzzle. Second, the

UIP puzzle and its reversal in GE arise as a consequence of systematic forecast errors

under both supply and demand shocks typically considered in open-economy models.

Third, we introduce a form of time-varying expected excess returns based on liquidity

premia that correlate with interest rate differentials. Thus, our GE model features

distorted beliefs about the path of future interest rates and of future liquidity premia,

both of which generate UIP violations. This extended model reproduces the empirical

predictability of both ex-ante (i.e., survey-based) and ex-post excess currency returns.

Crucially, a distinctive feature of our GE model is that the dynamics of forecast

errors (and, therefore, of UIP violations) critically depend on agents’ biases and the

structural relationships implied by the model. In particular, the dynamic properties of

interest rates and ensuing forecast errors are endogenous to how policy is conducted.

This insight allows to confront our model with recent evidence about short-run UIP

deviations. Specifically, Bussiere et al. (2018) show that high interest rate currencies

have been earning a negative short-run excess return following the global financial

crisis – in contrast to the positive excess returns they earned pre-2008. Our model

5The model rationalizes the empirical relationship between exchange rate forecast errors and past
interest rates as well as past exchange rate changes. Besides our own empirical evidence, see also
Frankel and Froot (1987), Froot and Frankel (1989), and Stavrakeva and Tang (2020b).
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naturally reproduces this switch in the direction of excess return predictability under

a monetary policy regime that does not satisfy the Taylor principle (to characterize

the later sample, as in Bianchi and Melosi, 2017).6 As in the data, this switch in

excess returns is explained by a change in the comovement between forecast errors and

interest differentials.

Relation to the literature A long tradition in macroeconomics and finance uses

survey data to inform theories of expectations formation (eg., Coibion and Gorod-

nichenko, 2015; Bordalo et al., 2020; Kohlhas and Walther, 2021). In the foreign

exchange market, Frankel and Froot (1987), Engel et al. (2008), and Stavrakeva and

Tang (2020a, 2020b) document several properties of exchange rate expectations and

their connections to macro fundamentals. Froot and Frankel (1989) and Chinn and

Frankel (2019) show that short-run UIP deviations arise largely because of systematic

forecast errors. Bacchetta et al. (2009) show that forecast errors account for short-run,

predictable excess returns also in other financial markets in various countries. Kalemli-

Ozcan and Varela (2021) document several properties of exchange rates and forecast

errors in both advanced and emerging economies, and highlight the role of policy uncer-

tainty in driving survey-based UIP premia. Our empirical contribution is to document

that in advanced economies predictable exchange rate forecast errors closely track UIP

deviations at all horizons, thus also explaining the UIP puzzle reversal.

The reversal of exchange rate forecast errors at longer horizons echoes recent ev-

idence of Angeletos et al. (2020), who find a similar pattern in U.S. unemployment

and inflation expectations following business cycle shocks. The cyclical pattern in the

predictability of forecast errors is thus a pervasive phenomenon, which motivates us to

develop a GE model to speak to all these facts about beliefs.

Available explanations of the non-monotonic patterns of UIP deviations rely on

full-information rational expectations (Engel, 2016; Valchev, 2020; Bacchetta and van

Wincoop, 2021).7,8 Full-information rational expectation models, however, imply that

forecast errors are unpredictable and thus are not well suited to explain our evidence.

In addition, if interest rates are observed, departures from full information alone cannot

6In this regime the unique equilibrium is determined by an “active” fiscal rule, as in Leeper (1991).
7See also Dahlquist and Pénasse (2021), Chernov and Creal (2020), and Jiang et al. (2021).
8Other rational expectations explanations of the classic UIP puzzle are based on imperfect financial

markets (Gabaix and Maggiori, 2015) or time-varying risk due to rare disasters (Farhi and Gabaix,
2015), long-run risk (Bansal and Shaliastovich, 2012; Colacito and Croce, 2013), habits (Verdelhan,
2010), or a time-varying degree of asset market segmentation (Alvarez et al., 2009).
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generate predictable UIP deviations on average (e.g., Candian, 2019; Hetting et al.,

2021).9 Abandoning the rational expectation paradigm inevitably results in behavioral

biases that lead to either under-reaction or over-reaction. Models with only mispercep-

tions about transitory shocks such as Gourinchas and Tornell (2004) generate under-

reaction of exchange rates to changes in interest rate differentials that explain the UIP

puzzle but cannot account for the UIP puzzle reversal and the excess comovement

puzzle. Models of overconfidence about private signals (e.g., Burnside et al., 2011) also

faces the same limitation.10 Conversely, over-extrapolative beliefs generate overreac-

tion to current disturbances but this bias alone leads to short-run UIP deviations of

the wrong sign, as we show in our analysis.11,12

Our contribution to this literature is to (i) identify which classes of belief biases

are needed to explain both the UIP puzzle and its reversal and (ii) show that, when

placed in a GE environment, these biases simultaneously account not only for several

exchange rate puzzles but also for many well-know facts of forecast errors for U.S.

output, inflation, interest rates as well as exchange rates. We thus provide a unified

framework that speaks to a broad spectrum of evidence about expectation formation.

Our GE model belongs to the New Open Economy Macroeconomics literature ini-

tiated by Obstfeld and Rogoff (1995), and reproduces several classic and new exchange

rate-related puzzles. Recently, Itskhoki and Mukhin (2021) show that introducing a

time-varying wedge in the UIP condition resolves a variety of exchange rate puzzles

in international macro. In our model, distorted beliefs generate such a UIP wedge

because expectations under and over-react to changes in fundamentals. This wedge is

endogenous and indeed helps explain the moments of exchange rates examined in that

paper, but also other ones including the excess comovement puzzle (Engel, 2016) and

the sign change in the Fama regression coefficient occurred after the global financial

crisis (Bussiere et al., 2018).

In parallel and independent work, Valente et al. (2021) develop a model with noisy

9Models with only imperfectly observed fundamentals lead to predictable forecast errors conditional
on a shock, but not unconditionally. Existing evidence points to unconditional UIP violations.

10Exogenous noise trader shocks also cannot explain the reversal in excess returns forecast errors
(see, e.g., Bacchetta and Van Wincoop, 2006; Jeanne and Rose, 2002; Eichenbaum et al., 2021;
Itskhoki and Mukhin, 2021).

11Over-extrapolative beliefs have been used in the finance literature to explain a variety of asset-
price phenomena (Barberis et al., 1998; Daniel et al., 1998; Hong and Stein, 1999; Greenwood and
Shleifer, 2014; Gennaioli et al., 2016; Guo and Wachter, 2019).

12Bunsupha (2018) postulates a form of exchange rate expectations that react to past appreciations.
The resulting oscillatory behavior of exchange rate forecast errors is inconsistent with our evidence.
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private signals and extrapolation about an exogenous interest rate process, and show

that such a model explains several exchange rate puzzles. Our paper and theirs bring

distinct, but complementary, empirical evidence in support of the mechanism underly-

ing both models. Using a different form of departure from rationality, constraints on

the complexity of investors’ statistical models, Molavi et al. (2021) generate patterns

that are simultaneously consistent with the UIP puzzle and its subsequent reversal.

An important contribution that distinguishes our work from these two papers is

that we embed distorted beliefs into a full-fledged two-country GE model in which

monetary policy is endogenous. This quantitative framework allows us to confront a

wide set of exchange rate and macro moments from the model with the data, compare

the properties of forecast errors of several macro variables within a unique framework,

and study the dynamics of UIP deviations in different monetary regimes. Beside being

quantitatively successful in reproducing several open economy moments, a unique take-

away of our model is that a common set of beliefs distortions jointly accounts for the

predictability of macro and exchange rate forecast errors and rationalizes the post-2008

sign change in UIP deviations with a change in monetary policy.

1 Excess Returns and Forecast Errors

In this section, we first reproduce the empirical evidence on the predictability of excess

currency returns at short and long horizons following the approach in Valchev (2020).

We then isolate the portion of this predictability due to forecast errors.

We use monthly data on interest rates and spot bilateral exchange rates against the

US dollar for 8 advanced economies. Appendix A provides a detailed description of

the data. Our baseline sample period is 1990:M1-2007:M12, while Appendix F reports

our findings for a longer sample (1990:M1-2019:M7).13

Our analysis considers a home (the US) and a foreign country. We denote with

rt the log of the one-period nominal interest rate on period-t deposits that pay off in

period t + 1 and with r∗t the corresponding foreign interest rate. Let st be the log

of the foreign exchange rate, the price of a unit of foreign currency expressed in US

dollars. A rise in st thus denotes a depreciation of the domestic currency. We use Λt+1

to denote the excess return on a foreign interest rate deposit between periods t and

13Our baseline sample ends in 2007:M12 because of possible structural breaks in the driving processes
for interest rates and exchange rates during the period of the global financial crisis.
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t+ 1, inclusive of foreign currency appreciation over the same period; that is:

Λt+1 ≡ st+1 − st − xt,

where xjt = rt − r∗t is the nominal interest rate differential.

1.1 Excess Currency Return Predictability

Under UIP the expected exchange rate depreciation, Et ∆st+1, offsets any potential

gap in interest rates, xt, such that there are no arbitrage opportunities:

Et ∆st+1 = xt, (1)

where we denote with Et the expectation conditional on time-t information set.

Thus, under UIP, next period excess currency returns, Λt+1, should be unfore-

castable. If expectations are rational, we can test this hypothesis by estimating the

regression equation:

Λt+1 = α + β1xt + εt+1. (2)

Under the joint null hypothesis of rational expectations and UIP, β1 = 0, so that

excess returns are, on average, not forecastable, i.e., Et Λt+1 = 0. In contrast to this

prediction, many papers have documented that excess returns are predictable by esti-

mating β1 < 0, which means that countries with a positive interest rate differential, on

average, earn positive excess returns on their domestic currency (equivalently negative

excess returns on the foreign currency). A β1 < 0 represents the UIP puzzle, also

known as Fama puzzle.

Recent work by Engel (2016) and Valchev (2020) has documented that interest

rates predict excess currency returns not only in the near future but also at longer

horizons. From the standpoint of the UIP condition, this is equally puzzling. Indeed

by rolling equation (1) forward k periods and applying the law of iterated expectations

one obtains that, for any k ≥ 1:

Et Λt+k = 0,

which means that according to UIP any future one-period excess currency returns

should be unforecastable. To test these conditions, we follow Engel (2016) and Valchev
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(2020) and estimate the following panel regression equation:

Λj,t+k×3 = αj,k + βkx
j
t + εj,t+k, (3)

where the index j represents a currency and xjt = rt− rjt .14 UIP and rational expecta-

tions imply βk = 0 for any k ≥ 1, with the original Fama (1984) regression being the

case of k = 1.

Figure 1: UIP Regression Results (1990:M1-2007:M12)

(a) (b)

Notes: Panel (1a) reports the panel estimates of βk and βsk in equations (3) and (7), respectively,
along with their 95% confidence interval. Panel (1b) reports the country-by-country estimates of βsk,
along with the panel counterpart. Each horizon is a quarter.

Figure 1a depicts the estimated β̂k in our dataset. The red line represents the

point estimates of βk at different horizons k ≥ 1, while the red shaded area repre-

sents 95% confidence interval around each estimate of βj. These are panel estimates

and the standard errors are computed following Driscoll and Kraay (1998) to correct

for heteroskedasticity, and both serial and cross-equation correlation. The estimates

confirms the classic result that high interest rates forecast negative next-period ex-

cess foreign-currency returns, as captured by the negative estimate of β1. Moreover,

high interest rates predict negative one-period excess return up to 20 quarters into

the future, before changing sign and predicting positive excess returns up to about 50

quarters ahead. These patterns of excess return predictability align well with those

found by Engel (2016) and Valchev (2020). Virtually identical results obtain in the

14The variable Λj,t+k×3 is the one-quarter excess return on the jth currency from month t+(k−1)×3
to t+ k × 3. We use this investment maturity to be consistent with the 3-month forecast errors data
that we use in Section 1.2.
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longer sample 1990:M1-2019:M7 (see Figure A.1a).

1.2 Decomposing the Excess Return Coefficient

The above analysis documents the presence of predictable excess returns at short and

long horizons but it is silent on their origins. Are the excess returns the consequence of

a risk premium or are they the reflection of systematic forecast errors? Regression (3)

does not allow us to answer this question directly because it implicitly imposes that

expectations are rational, instead of measuring expectations directly.

For this reason, we follow the approach of Froot and Frankel (1989) and use a direct

measure of exchange rate expectations to disentangle forecast errors from expected

excess currency returns, ξt, defined as:

ξt = xt − (Es
t st+1 − st). (4)

Here, Es
t denotes subjective expectations which need not be rational. Equation (4)

states that if the domestic interest rate differential exceeds the subjective expected

depreciation of the domestic currency, then the domestic currency carries a positive

expected excess currency return. For brevity, we refer to ξt as risk premia while ac-

knowledging that these ex-ante excess returns may be driven by other factors.

Using equation (4) we can rewrite the definition of one-period excess currency

returns at time t+ k as:

Λt+k = (st+k − Es
t+k−1 st+k)− ξt+k−1, (5)

which states that ex-post excess returns can arise either because of forecast errors or

due to a risk premium. By taking the covariance of both sides of equation (5) with the

interest rate differential xt and dividing by its variance we obtain:

Cov (Λt+k, xt)

Var(xt)︸ ︷︷ ︸
βk

=
Cov

(
st+k − Es

t+k−1 st+k, xt
)

Var(xt)︸ ︷︷ ︸
βsk

− Cov (ξt+k−1, xt)

Var(xt)︸ ︷︷ ︸
βξk

. (6)

This decomposition suggests that to understand whether the predicability of excess

currency returns is due to forecast errors or risk premia we can regress a measure of
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forecast errors from the survey data on the interest rate differential:

sj,t+k×3 − Es
t+(k−1)×3 sj,t+k×3 = γj,k + βskx

j
t + ηj,t+k, (7)

and then compare the estimates of βk and βsk. If βsk is close to βk then predictability

of excess currency returns is due to the predicability of forecast errors.15

Survey data Our data on exchange rate forecasts for regression (7) is the mean 3-

month-ahead forecast from the survey of Consensus Economics. We describe the data

in Appendix A. This dataset, which includes forecasts from professional forecasters

that work at large financial institutions, is popular among researchers that use survey

data on exchange rate forecasts and has some desirable features. Stavrakeva and Tang

(2020b) show that the exchange rate forecasts in Consensus Economics are consistent

with the positions of the average trader in the over-the-counter market, which is the

largest foreign exchange rate market.16 Similarly, De Marco et al. (2021) argue that

Consensus Economics survey data are consistent with market participants’ positions in

the sovereign bond market and use them to proxy bankers’ beliefs. The literature thus

supports the notion that these forecasts adequately proxy the beliefs of the marginal

trader in these markets.

We interpret survey forecasts as respondents’ subjective probability beliefs of pro-

fessional forecasters. Adam et al. (2021) argue that survey forecasts reflect subjective

probability beliefs rather than respondents’ preferences. Using a wide range of surveys

about stock returns from professional investors and economists as well as CFOs, Adam

et al. show that survey return forecasts are reliably much higher than risk-free inter-

est rates and survey expected excess returns are predictably time-varying. Besides,

survey forecasts are not always pessimistic about future returns, but often predictably

optimistic and unconditionally unbiased. These properties are inconsistent with the

hypothesis that survey respondents report risk-neutral forecasts of future returns or

pessimistically-tilted forecasts.

15As common in the literature, regression equations (3) and (7) include a fixed effect. This implicitly
assumes that investors know the long-run mean of interest rates, which is coherent with the theoretical
model we develop in Sections 2 and 4. See Hassan and Mano (2019) for the implications of uncertainty
about the long-run mean of the interest rate differentials for excess returns predictability.

16The majority of over-the-counter market participants subscribe to the average Consensus Eco-
nomics forecast either directly or via Datastream.
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Baseline results The point estimates and confidence intervals of βsk in (7) are de-

picted in Figure 1 in blue. We emphasize two key findings. First, interest rates differ-

entials can predict forecast errors about exchange rates. In particular, a high interest

rate differential is associated with a systematic negative forecast error of the exchange

rate in the short run and a positive one in the medium run. When the interest rate

differential is high, agents underpredict the rate of exchange rate appreciation in the

short run, while they overpredict it in the longer run.

The second main takeaway is that the predictability of forecast errors largely ac-

counts for the predictability of excess returns. This is apparent from the fact that the

red line closely tracks the blue line, and generally lies in the 95% confidence interval

of the latter. In other words, high interest rate differentials predict negative short-run

excess returns on the foreign currency because high interest rate differential are associ-

ated with a belief that the exchange rate will appreciate less than it actually does, and

conversely in the longer run. These patterns are consistent with concurrent work by

Kalemli-Ozcan and Varela (2021) showing that survey-based UIP premia are largely

unpredictable by interest rates at all horizons in advanced economies.

Individual countries We can also estimate regression (7) country-by-country to

assess whether the reversal in expectation errors predictability (the βsk pattern) holds

at the country level. Panel b in Figure 1 depicts these estimates and shows the results

in the panel regressions are not driven by any one individual country. In fact, all

but one exchange rates share the same qualitative profile as the panel estimate. The

exception is the USD/JPY pair whose estimates of the βsk are likely to be affected by

the decades-long episode of near-zero interest rates in Japan.17

Longer sample While our preferred baseline estimates are for the sample 1990:M1-

2007:M12 we also investigate the robustness of our findings to the longer sample

1990:M1-2019:M7. Figure A.1 shows that the baseline results are very similar in the

extended sample. This suggests that the main finding is not driven by the exclusion

from our sample of the Great Recession.

Different survey data We also investigate whether our results are robust across dif-

ferent surveys of exchange rate forecasts. To do so, we estimate our main predictability

17In Section 4.3 we indeed provide a model where the profile of UIP violations depends on the
monetary policy regime in place.
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regressions using survey of professional forecasters from FX4Casts. FX4Casts is the

successor to Currency Forecasters’ Digest and Financial Times Currency Forecaster

and is used, for example, in Bacchetta et al. (2009), Chinn and Frankel (2019), and

Bussiere et al. (2018). Currently, 48 large financial institutions contribute to this sur-

vey on a monthly basis. Similarly to Consensus Economics, forecasters submit their

forecasts on the last Monday or Tuesday of the month, and the forecasts are released

on the following Thursday. Figure A.2 show that the results from FX4Casts data are

virtually identical to the ones obtained with Consensus Economics forecast data.

2 A Simple Model of Distorted Beliefs

We now describe a model of exchange rate determination that speaks to the predictabil-

ity of forecast errors. The model follows Gourinchas and Tornell (2004), henceforth

GT, in assuming that investors misperceive the relative importance of transitory and

persistent interest rate shocks but departs from their setup in assuming that investors

also over-extrapolate persistent interest rate shocks into the future. The model is kept

simple to obtain analytical results. We leave the quantitative analysis to the general

equilibrium (GE) model of Section 4 in which these belief distortions apply to the

underlying economic fundamentals. The proofs of all Propositions are in Appendix B.

2.1 General Setup

Primitives We begin with a log-linearized version of the standard foreign-exchange

no-arbitrage condition:

Es
t st+1 − st = xt − ξt. (8)

As in Section 1.2, Es
t denotes the subjective expectations, which may differ from statis-

tical or rational expectations. Equation (8) simply states that if the domestic interest

rate differential exceeds the subjective expected depreciation of the domestic currency,

then the domestic currency carries a positive expected excess return, ξt. Our GE model

of Section 4 derives an analogous condition from first principles.

For now, we take the interest rate differential as the primitive of our model. The

agents observe the realized interest rate differential, xt, which is assumed to follow a
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first-order autoregressive process:

xt = ρxt−1 + εt, εt,∼ N (0, σ2
ε). (9)

Equation (9) characterizes the true process. Agents observe the realization of xt but,

crucially, believe that the data-generating process is:

xt = zt + νt, νt ∼ N (0, σ̃2
ν), (10)

zt = ρ̃zt−1 + εt, εt,∼ N (0, σ2
ε). (11)

Agents do not directly observe zt. Instead, they infer it using the observation of xt.

There are two differences between the true data generating process and the process

perceived by the agents. First, the agents perceives the interest rate process to be

buffeted also by a transitory shock, νt, with variance σ̃2
ν , instead of being a univariate

AR(1) process. When σ̃2
ν > 0, investors perceive interest rate changes to be more

transitory than they actually are. This assumption is also present in GT and reflects the

uncertainty surrounding the importance of different shocks that move interest rates.18

The second difference is that the persistent AR(1) component, zt, is perceived to

have an autocorrelation of ρ̃ instead of ρ. The case of ρ̃ > ρ captures over-extrapolation

of today’s interest rates to tomorrow, while ρ̃ < ρ encodes under-extrapolation. Over-

extrapolative beliefs generate over-reaction to current disturbances and have been used

in finance to explain a variety of asset-price phenomena (Barberis et al., 1998; Daniel

et al., 1998; Hong and Stein, 1999; Greenwood and Shleifer, 2014; Gennaioli et al.,

2016; Guo and Wachter, 2019). Conversely, under-extrapolative beliefs result in muted

responses to shocks, are closer in spirit to level-K thinking or cognitive discounting (e.g.,

Gabaix, 2020), and are useful to explain the sluggish adjustment of macro variables to

economic innovations.

We assume that agents act optimally conditional on their beliefs, but they do not

update these beliefs over time to learn about the true model. We offer three motivations

for this behavior. First, a departure from full rationality is necessary to explain the

evidence on forecast errors in Section 1.2. If agents were rational, forecast errors

18We could have assumed that transitory shocks also affect the true data-generating process for xt.
We find this unnecessarily cumbersome as the algebra would become more complicated but our results
would be qualitatively unchanged as long as the transitory component is perceived to be more volatile
than it actually is. Furthermore, in Appendix D we show that the true interest rate data prefer an
AR(1) representation to a representation of the form (10)-(11).
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would be unpredictable using observable variables such as the current interest rate

differential, xt. Second, these assumptions ensure minimal departure from a rational

expectation model while allowing to parsimoniously capture several behavioral biases

as we illustrate below. Third, we can think of these assumptions as the limiting case in

which agents learn slowly about the parameters of the model, and in particular those

that govern long-run dynamics. Indeed, Farmer et al. (2021) show that information

about the low-frequency properties of a model accumulates slowly and thus learning

about the long run can be extremely slow. They also show that, in these contexts,

learning can explain the main forecasting anomalies of interest rates, and provide an

explanation for deviations from the expectations hypothesis of the term structure.

Beliefs Agents solve a standard signal-extraction problem to form beliefs about the

path of future interest rates Es
t xt+k. Conditional on these beliefs, the subjective no-

arbitrage condition, (8), determines the equilibrium exchange rate. Given the linear-

Gaussian environment described above, beliefs updating follows the standard Kalman

Filter recursion derived, for example, in Hamilton (1994, Ch. 13).

Lemma 1. Given an initial distribution of beliefs about z1 that follows N (Es
0 z1,Σ1),

subjective expectations about the interest rate differential evolve according to:

Es
t xt+1 = ρ̃Es

t−1 xt + κtρ̃(xt − Es
t−1 xt),

κt =
ρ̃2Σt + σ2

ε

ρ̃2Σt + σ2
ε + σ̃2

ν

; Σt+1 = (1− κt)(ρ̃2Σt + σ2
ε).

(12)

The Kalman gain κt and the conditional variance Σt+1 eventually converge to their

steady state values:

κ =
ρ̃2Σ + σ2

ε

ρ̃2Σ + σ2
ε + σ̃2

ν

; Σ = (1− κ)(ρ̃2Σ + σ2
ε). (13)

Equation (12) states that the forecast about future interest rate differential, Es
t xt+1,

is a weighted average of the forecast from the previous period, ρ̃Es
t−1 xt, and the current

interest rate differential, xt. The previous forecast is updated with the surprise in the

observed interest rate relative to its forecast, xt − ρ̃Es
t−1 xt. The Kalman gain κt

represents the weight given to this surprise in updating the beliefs while Σt+1 is the

conditional variance of the persistent component of the interest rate differential, zt.

The Kalman gain depends on the perceived relative importance of transitory and
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persistent shocks, σ̃2
ν

σ2
ε
, and on the perceived duration of the persistent component ρ̃.

If transitory shocks are perceived to be relatively small (low σ̃2
ν

σ2
ε
) or shocks to zt are

thought to be very persistent (high ρ̃), a given innovation in xt is more likely to have

been caused by a shock to zt, and xt − Es
t−1 xt would receive a larger weight κt.

Two important remarks are in order. First, the beliefs of the agents evolve according

to the perceived model and, therefore, depend on the parameters ρ̃ and σ̃2
ν , rather than

the parameters of the true data generating process. Second, as we show below, each

belief distortion plays a distinct role on exchange rate determination, and is essential

to explain the properties of forecast errors at different horizons.

We assume that at beginning of time agents are endowed with an infinite history of

signals. This implies that the Kalman gain and the conditional variance have converged

to their steady-state values.

Equilibrium exchange rate By iterating forward the no-arbitrage condition (8) we

obtain the solution for the exchange rate:

st = −
∞∑
j=0

Es
t xt+j +

∞∑
j=0

Es
t ξt+j + lim

T→∞
Es
t st+T . (14)

At this point, we make two simplifying assumptions that allow us to focus on misper-

ceptions about the interest rate process. First, we abstract from sources of expected

excess returns by setting ξt = 0, ∀t.19 Second, we assume that limT→∞ Es
t st+T = 0 so

that the exchange rate is stationary and there are no misperceptions about its long-run

level. These assumptions will be relaxed in the GE model in Section 4.

Proposition 1. The equilibrium exchange rate is given by:

st = −
∞∑
j=0

Es
t xt+j = −xt −

1

1− ρ̃
Es
t xt+1. (15)

This equation reflects the asset view of exchange rates: st is determined by the

cumulative sum of perceived interest rate differentials. Under rational expectations

19We acknowledge that our empirical results may be partly due to a correlation between interest rate
differentials and revisions in expected future excess returns, i.e. Cov(

∑∞
j=0(Est+k−Est+k−1)ξt+k+j , xt).

This could be accommodated by having ξt = −αxt. In our quantitative GE model, this relationship
arises from appropriate microfoundations. In this simple PE model, we could postulate it and all our
results would be identical up to a scaling factor to the interest rate differential of (1 + α).
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the agents misperceive neither the transitory component (σ̃2
ν = 0), nor the persistence

of the long-lived component (ρ̃ = ρ), so that Et xt+1 = ρxt, where Et is the rational

expectation operator. In this case, equation (15) simplifies to:

sREt = − 1

1− ρ
xt. (16)

It is straightforward to see that under rational expectations there are no predictable

excess returns at any horizons.

Lemma 2. Under rational expectations, excess returns are unpredictable at all hori-

zons:

βk+1 ≡
Cov (Λt+k+1, xt)

Var(xt)
= 0 ∀k ≥ 0.

Lemma 2 reflects a general property of rational expectations: future forecast errors

cannot be predicted by current information.

Subtracting equation (15) from (16) we can write the equilibrium exchange rate as:

st = sREt +
1

1− ρ
(Et xt+1 − Es

t xt+1)−
ρ̃− ρ

(1− ρ̃)(1− ρ)
Es
t xt+1. (17)

Equation (17) shows the two ways in which the equilibrium exchange rate deviates from

the rational expectation exchange rate. First, whenever the interest rate differential

increases, subjective interest rate forecasts partially under-react Et xt+1 − Es
t xt+1 > 0,

because they partly attribute the interest rate increase to the subjective transitory

component, νt. Other things equal, the nominal exchange rate appreciates less than

under rational expectations. Second, because the long-lived component of the interest

rate process is perceived to be more persistent than it actually is, subjective expec-

tations over-react to the interest rate shock, as captured by the last component when

ρ̃ > ρ. Other things equal, this over-reaction makes the exchange rate appreciate more

than under rational expectations following an interest rate shock. We now turn to ex-

plain why both under-reaction and over-reaction are necessary to explain the dynamics

of forecast errors and excess returns.
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2.2 Explaining the Puzzles

We begin by recursively substituting the belief updating equation (12) into the expres-

sion for the nominal exchange rate (15) to obtain:

st = −xt −
ρ̃

1− ρ
κ
∞∑
i=0

[(1− κ)ρ̃]ixt−i.

If the interest rate differential follows an AR(1) process we can obtain the following

analytical expression for the coefficients of the excess returns regressions.

Proposition 2. Under shock misperception and over-extrapolation, the coefficients of

the excess returns predictability regression (i.e., equation (3)) take the form:

βk+1 = ρk 1−(1−κ)ρ̃
(1−ρ̃)(1−(1−κ) ρ̃ρ)

{
(ρ̃− ρ) + ρ̃κ

[
(1− κ) ρ̃

ρ

]k
(1−κ)ρ̃(ρ−ρ−1)

1−(1−κ)ρ̃ρ

}
. (18)

With this expression at hand we are now ready to explain the exchange rate puzzles.

We begin by describing the delayed overshooting of the exchange rate to an interest rate

shock, which is a useful stepping stone to understand the other puzzles. In describing

the intuition of the results we always consider an increase in the relative domestic

interest rate xt, which leads to a domestic appreciation (a fall in st).

Delayed overshooting and magnified adjustment The notion of delayed over-

shooting was first introduced by Eichenbaum and Evans (1995), who documented that

following an unanticipated domestic monetary tightening, the nominal exchange rate

appreciates for several periods before gradually depreciating.

Figure 2a shows the response of the exchange rate to a domestic interest rate shock

in our model (black line) for the case with ρ = 0.98, ρ̃ = 0.985 and κ = 0.17, along

with the responses under special cases of our model. The values of ρ and κ are among

those considered in GT, while the value of ρ̃ > ρ reflects our assumption of over-

extrapolation. The figure is purely illustrative as our results in this Section are fully

analytical and derived in the various propositions that follow.

If expectations were rational (dashed line in Figure 2a), the nominal exchange rate

response would simply be a scaled-up version of this AR(1) interest rate response as

per equation (16). That is, the exchange rate would immediately appreciate beyond its

long run equilibrium value and then gradually depreciate toward this value, exhibiting
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Figure 2: UIP Regression Results (1990:M1-2007:M12)

(a) (b)

Notes: Panel (2a) depicts the impulse response function of the exchange rate to a unitary increase in
the domestic interest rate differential. Panel (2b) depicts the βk coefficients from the excess return
predictability regression (3). The parameters are set as follows: ρ = 0.980, ρ̃ = 0.985, and κ = 0.167.

the standard Dornbusch (1976) overshooting behavior.

With distorted beliefs, κ < 1 and ρ̃ > ρ, and the response of the exchange rate to

a monetary innovation εt is given by:

st+j = −ρj

1 +
ρ̃

1− ρ̃

κ1−
[
(1− κ) ρ̃

ρ

]j+1

1− (1− κ) ρ̃
ρ


 εt. (19)

Initially, investors do not know whether the interest rate increase is due to a temporary

shock or a persistent one, and they believe that the persistent shock has an autocor-

relation of ρ̃. Two contrasting forces affect the initial exchange rate response. On the

one hand, uncertainty about whether the shock is transitory or persistent (i.e., κ < 1)

leads to a smaller appreciation than under rational expectations. On the other hand,

conditional on the shock being a persistent one, agents tend to overestimate its persis-

tence as ρ̃ > ρ. Ceteris paribus, this second force leads to a larger appreciation than

under rational expectations. Under any reasonable parameterization the first force

dominates in the initial periods after the shock, leading to a muted appreciation.

Owing to the persistence of the interest rate shock, for several periods agents observe

a domestic interest rate that exceeds their prior beliefs. The consequent revision of their

beliefs leads to further appreciations of the exchange rate along the impulse response,

as in GT. Differently from GT, when agents eventually learn that the shock was truly

persistent, they attribute too much persistence to it as ρ̃ > ρ. Thus, the exchange rate
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exhibits a magnified adjustment and becomes more appreciated than under rational

expectations before reverting back to its steady state.

Equation (19) shows that it is the uncertainty about the type of shock that occurred

that causes the delayed overshooting. Indeed, if agents knew for certain that the shock

was persistent (κ = 1), the exchange would overshoot immediately at the time of the

shock. The over-extrapolation would simply scale up the rational expectation response,

since the undiscounted sum of future interest rates is believed to be larger than in

reality (blue line). By contrast, in a GT economy with only misperception about the

type of shock (red line), the initial response of the exchange rate would be weaker

than under rational expectation and it would gradually catch up with the rational

expectation response, yet without ever exceeding it. Next, we will see that both the

initial under-reaction and subsequent over-reaction of the exchange rate relative to the

rational expectation response, and thus both behavioral biases, are needed to explain

the empirical puzzles of Section 1.

Fama puzzle Setting k = 1 in Proposition 2 we obtain the coefficient for the classical

Fama regression (2) given in the following proposition.

Proposition 3. The Fama predictability coefficient in the model is:

β1 =
1− (1− κ)ρ̃

1− ρ̃

(
ρ̃κ

1− (1− κ)ρ̃ρ
− ρ
)
.

The Fama coefficient is negative as long as ρ̃ < ρ̄ ≡
[
(1− κ)ρ+ κ

ρ

]−1
. This condition

is likely to be satisfied if ρ̃ is not much larger than ρ.

Intuitively, the Fama coefficient is negative as long as there is a sufficient degree

of under-reaction. Under-reaction, which dominates in the short run, leads agents

to revise the path of interest rate differentials upward for some periods following an

interest rate shock. Such revisions cause the exchange rate to appreciate in the short

run while the interest rate is high (Figure 2a). These patterns imply an unconditional

negative correlation between interest rate differentials and next-period excess returns

(β1 < 0). The initial delayed overshooting of the exchange rate is thus responsible for

β1 < 0, which arises when over-extrapolation is not too powerful.20

20Granziera and Sihvonen (2020) and Valente et al. (2021) highlight that under-reaction of short-
term interest rate beliefs can also explain the downward-sloping term structure of UIP violations
(Lustig et al., 2019).
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Predictability reversal The properties of excess returns predictability at longer

horizons, measured by βk, are summarized in the following proposition.

Proposition 4. Define ρ̄ ≡
[
(1− κ)ρ+ κ

ρ

]−1
. The following holds true for βk as

defined in Lemma 2:

• If ρ̃ ≤ ρ, then βk is negative for all k ≥ 1.

• If ρ < ρ̃ < ρ̄, then ∃ a k̄ > 1 such that βk is negative for k < k̄ and positive for

k ≥ k̄. βk converges to zero as k →∞.

• If ρ̃ ≥ ρ̄, then βk is positive for all k ≥ 1.

Proposition 4 conveys two important results. First, it shows that both behavioral

biases are necessary to deliver the predectability reversal.21 Figure 2b illustrates this

result: only when both biases are active does the profile of βk cross the zero. Second,

in the presence of over-extrapolation (ρ̃ > ρ), if the model explains the classic UIP

puzzle (which requires ρ̃ < ρ̄ as per Proposition 3), it will also be able to explain

the predictability reversal puzzle. That is, in response to an increase in the domestic

interest rate, the domestic currency initially earns positive excess returns, while these

returns subsequently turn negative. These patterns of excess returns obtain because

of the relative importance of the forces that operate at different horizons. Initially,

Bayesian learning dominates and thus agents underestimate the future path of the

interest rate differential. Later, the dominant force is over-extrapolation, which results

in agents over-estimating the future path of the interest rate differential.

Which force dominates at a given horizon can be seen analytically from the ex-

pression of βk in (18). Note there that the term in curly brackets is increasing in

k. Recalling that under rational expectations βk = 0 for all k, it is easy to see that

under-reaction dominates while the bracketed terms are negative, while over-reaction

does when those terms are positive.

Figure 2b illustrates with an example that models with only misperception about

transitory shocks or with only over-extrapolation cannot explain the entire profile of

β′ks. Appendix C proves that this is generally the case for these models as well as for

models with simple diagnostic expectations as in Bordalo et al. (2018).

21In fact, when κ = 1, then ρ̄ = ρ and the conditions for the reversal are thus met.
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Excess comovement puzzle The excess comovement puzzle says that high interest

rate currencies tend to be strong relative to the UIP exchange rate. Formally, this can

be expressed as:

Cov(st − sIPt , xt) < 0.

Engel (2016) shows that this inequality holds in the data for 6 currencies.22 Equiva-

lently, this condition can be stated as:

∞∑
k=1

βk > 0. (20)

Equation (20) reveals that if β1 < 0, then the predictability reversal (i.e., βk > 0

at some k > 1) is a necessary (yet not sufficient) condition to generate the excess

comovement (Engel, 2016). The next Proposition shows that our model can deliver

excess comovement.

Proposition 5. The model with shock misperception and over-extrapolation explains

the excess comovement puzzle (i.e., it satisfies equation (20)) as long as:

ρ̃− ρ > ρ̃κ(1− ρ)

1− (1− κ)ρ̃

(
(1− κ)ρ̃(ρ−1 − ρ)

1− (1− κ)ρ̃ρ

)
> 0. (21)

To understand Proposition 5, recall from Proposition 4 that whenever our model

explains the predictability reversal, the βk’s switch sign once and for all after horizon

k̄. It follows that equation (20) holds whenever the positive excess returns (for k > k̄)

more than offset the negative ones (for k < k̄). This obtains when the phase of over-

reaction more than compensates for the initial under-reaction. The condition (21)

shows formally that over-extrapolation is necessary to explain the excess comovement

puzzle because it is satisfied only if ρ̃ > ρ. At the same time, over-extrapolation

must not be excessively dominant in order for the model to feature enough initial

under-reaction to explain the Fama puzzle (Proposition 3). Overall then, both shock

misperception over-extrapolation must be operative to account for the broad set of

exchange rate puzzles we have examined. For this reason, models with only one bias fall

short of explaining at least one of these defining properties of exchange rate dynamics

(See Figure 2b and Appendix C).

22Engel (2016) works with the real version of this inequality.
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3 Testing the Mechanism

In this section, we provide empirical support for our proposed model of expectations

formation by testing one of its key predictions for interest rates forecast errors. In

contrast to exchange rate expectations, interest rates expectations were not a target

of our analysis so far and thus constitute a validation test for our theory. Our model

predicts that, following an innovation in the interest rate differential, interest rate

expectations initially under-react, while subsequently over-react. We now show that

this property of interest rate expectations is necessary to obtain the reversal in exchange

rates forecast errors and that it actually holds in the data.

We first characterize the properties of interest rate forecast errors in our model.

Proposition 6. Define χk as the Impulse Response Function (IRF) of the one-step

ahead forecast error of the interest rate differential to a time-t innovation in the interest

rate differential (Eq. 9). That is:

χk =
∂(xt+k − Es

t+k−1 xt+k)

∂εt
∀k ≥ 0.

Define ρ̂ ≡ ρ/κ. The following holds true for χk in the model of Section 2:

• If ρ̃ ≤ ρ, then χk > 0 for all k ≥ 1.

• If ρ < ρ̃ < ρ̂, then ∃ a k̂ > 1 such that χk > 0 for k < k̂ and χk < 0 for k > k̂.

• If ρ̃ ≥ ρ̂, then χk < 0 for all k ≥ 1.

Proposition 6 demonstrates that both misperception about transitory shocks (κ <

1) and over-extrapolation (ρ̃ > ρ) are required to get a sign switch in the forecast

errors for interest rates. Indeed, without over-extrapolation the IRF of the interest

rate forecast error is always positive, while if there is over-extrapolation but no shock

misperception the IRF is always negative.23 Only when both are present will the

impulse response switch sign.

The previous discussion indicates that the behavior of the IRF in the data is in-

formative about the underlying frictions driving interest rates forecast errors. Accord-

ingly, we estimate IRFs of interest rate differential forecast errors to an innovation

in the empirical process for the interest rate differential. To construct interest rates

23Without beliefs distortion κ = 1 =⇒ ρ̂ = ρ so that the third case of Proposition 6 applies.
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forecast errors, we use survey data on 3-month-ahead interest rate expectations from

FX4Casts (described in Section 1) from 1986:M8 to 2007:M12 for Canada, Germany,

Japan, Switzerland, United Kingdom and United States. These are the countries for

which we have a sufficient amount of observations about interest rate expectations.

We estimate impulse responses using the projection method of Jordà (2005). The

estimating equation, for each horizon 1 < k < K, is:

xj,t+k − Es
t+k−1 xj,t+k = ψj,k + χj,kε̂j,t + uj,t+k, (22)

where ε̂j,t is the estimated innovation in the interest rate process when we fit (10)-(11)

to the actual interest rate data.24 The sequence {χj,k} is an estimate of the IRF of the

interest rate differential forecast errors to an innovation in the interest rate differential.

Figure 3: IRFs of Forecast Errors in Interest Rate Differentials (1986:M8-2007:M12)

Notes: The figure reports the empirical impulse response of the one-quarter ahead forecast error in
the interest rate differential to an innovation in the interest rate differential (see Eq. (22)). Each
horizon is a quarter.

Figure 3 reports the impulse response estimates. We report the panel estimates

as well as their 95 percent confidence intervals, along with the country-by-country

estimates.25 The panel coefficients are positive and statistically significant at horizons

24The estimates of (10)-(11) on the actual interest rate data support the hypothesis that σ2
ν = 0,

thus implying that the interest rate differential follows an AR(1) process with unique innovation εt.
See Appendix D for more details.

25The standard errors are computed following Driscoll and Kraay (1998) to correct for heteroskedas-
ticity, and both serial and cross-equation correlation.
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of up to around one year, but they change sign at longer horizons, becoming negative

and statistically significant at horizons between 3 to 5 years. These estimates imply

that following a positive innovation in the interest rate differential innovation agents’

interest rate differential expectations initially under-react, while subsequently over-

react.26 This evidence, which emerges also in the country-level regressions, supports

the presence of both shock misperception and over-extrapolation in the data.27

How does the IRF of the interest rates forecast error relates to the reversal of

the coefficients βk from the excess return predictability regression that motivated our

model? We address this question in the following Corollary.

Corollary 1. Since ρ̄ ≤ ρ̂, the coefficients βk in the excess return predictability regres-

sion switch sign from negative to positive only if the coefficients χk switch sign from

positive to negative.

It should come at no surprise that a sign switch in the IRF for interest rate forecast

errors is necessary for a sign switch in the excess return predictability coefficients, as

both phenomena require the same two departures from rational expectations. There-

fore, the findings in Figure 3 directly supports the explanation we have provided in

this paper for the excess return predictability reversal. The additional lesson we draw

is that the mere presence of these two ingredients is not sufficient to obtain reversal

of excess returns predictability; they should also balance themselves out in a specific

manner. In particular, over-extrapolation should not have too strong of a bite at short

horizons but should dominate only later on.

4 Distorted Beliefs in General Equilibrium

We now embed our beliefs distortions into a general-equilibrium (GE) environment

where interest rates and expectations thereof are determined endogenously. The anal-

ysis serves several purposes. First, it demonstrates that the mechanism we proposed to

address UIP deviations at different horizons survives GE effects, and that the reversal

of excess currency returns predictability is a pattern that arises under both supply

and demand shocks typically considered in open-economy models. Second, the model

26Figure A.3 shows similar results for the sample period that include the zero lower bound.
27Our evidence does not rely on the identification of a particular shock, as the theoretical predictions

of Proposition 6 and Corollary 1 hold unconditionally. Similar evidence holds for the dynamic response
of interest rate forecast errors to identified monetary policy shocks (Valente et al., 2021).
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reproduces several exchange-rate related moments of interest in open-economy macroe-

conomics. Third, it shows that the belief distortions proposed here are consistent with

the recently documented properties of forecast errors for several macro variables such

as output, inflation, and interest rates (Coibion and Gorodnichenko, 2015; Angeletos

et al., 2020; Kohlhas and Walther, 2021) as well as recent evidence from survey data

on exchange rate forecasts (Stavrakeva and Tang, 2020b), providing further support to

our proposed expectations formation process. Fourth, it proposes a model in which be-

lief distortions coexist with time-varying liquidity premia in driving predictable excess

returns, and replicating the different aspects of the Froot and Frankel (1989) UIP-

based regression. Fifth, it shows that excess currency returns in our GE model are

endogenous to the policy regime in a way that jointly rationalizes the evidence about

the direction of UIP deviations before and after the global financial crisis (Bussiere

et al., 2018).

4.1 A New-Keynesian Open-Economy Model

The framework is a standard New-Keynesian open-economy model that features two

countries of equal size populated by households, a continuum of monopolistically com-

petitive producers, and a monetary authority. Each country specializes in the produc-

tion of one type of tradable goods, produced in a number of varieties. All goods are

traded and consumed in both countries, with home bias in consumption preferences.

Prices are sticky and set in the producer’s currency. Households earn a convenience

yield on government bonds, which gives rise to endogenous time-varying expected ex-

cess currency returns. Convenience yields are not necessary for our main results, but

allow us to have a model counterpart for the ex-ante excess currency returns that we

see in the data. Monetary policy follows a conventional Taylor rule targeting inflation,

resulting in a floating nominal exchange rate.

The economies are buffeted by TFP and demand shocks. The main departure from

standard models lies in the shocks expectations formation process, which follows the

same characteristics of the partial equilibrium model of Section 2. We now present the

structure of the home economy in more detail. Unless otherwise specified, the foreign

economy is symmetric, and foreign variables will be denoted with an asterisk.

Households The utility function of the representative household in country H is
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Es
0

∞∑
t=0

(βtζt)

[
C1−σ
t − 1

1− σ
− L1+ϕ

t

1 + ϕ
+
D1−ι
t

1− ι

]
, (23)

where

Dt =
MH,t+1,

Pt
+ η

BH,t+1

Pt
. (24)

Above, β < 1 is the discount factor and Es
t is the subjective expectation operator

described more formally below. Households receive utility from consumption, Ct, and

disutility from working, where Lt indicates hours of labor input in the production of

domestic varieties. The parameter ϕ > 0 is the inverse of the Frisch elasticity of labor

supply and σ denotes the inverse of the intertemporal elasticity of substitution. The

preference or “demand” shock, ζt, makes the domestic household value present-period

utility more than future utility.

The world economy features six assets: home country money (Mt), foreign country

money (M∗
t ), home government bonds (Bt), foreign government bonds (B∗t ), home

country “market” bonds (Bm
t ), and foreign country “market” bonds (Bm

t
∗).

Following Nagel (2016) and Engel (2016), home households derive liquidity services,

Dt, from both home money and home government bonds, as shown in equation (24).

We assume 0 ≤ η < 1, so that Bt is less liquid than Mt. We will assume that the

supply of the assets and the parameterization of the utility function are such that the

home household always holds home money and home government bonds. The home

household cannot trade foreign government bonds or foreign money.

Households consume both domestically produced and imported goods, respectively,

Ct(h) and Ct(f). We assume that each good h (or f) is an an imperfect substitute for

all other goods’ varieties, with constant elasticity of substitution ν > 1:

CHt ≡
(∫ 1

0

Ct(h)
ν−1
ν dh

) ν
ν−1

, CFt ≡
(∫ 1

0

Ct(f)
ν−1
ν df

) ν
ν−1

.

The overall consumption baskets, Ct, pools home and foreign goods according to:

Ct ≡
(

(1− γ)
1
θ (CHt)

θ−1
θ + γ

1
θ (CFt)

θ−1
θ

) θ
θ−1

θ > 0,

where γ ∈ [0, 1/2) governs the home bias in consumption preferences, and θ is the

elasticity of substitution between home and foreign goods, or trade elasticity. The

utility-based consumption price index is Pt =
(
(1− γ)P 1−θ

Ht + γP 1−θ
F t

) 1
1−θ , where PHt =

26



(∫ 1

0
pt(h)1−νdh

) 1
1−ν

and PFt =
(∫ 1

0
pt(f)1−νdf

) 1
1−ν

are the domestic-currency price

indices for home and foreign goods.

Let St denote the nominal exchange rate expressed in domestic currency per foreign

currency, so that an increase in St represents a depreciation of the home currency.

Correspondingly, the real exchange rate is Qt ≡ StP ∗
t

Pt
and an increase in Qt indicates

a real domestic depreciation. Because prices are set in the currency of the producer,

the law of one price holds so that Pt(h) = StPt(h)∗ and PHt = StP
∗
Ht. Nevertheless,

home bias in consumption will result in deviations of the real exchange rate from

purchasing-power parity, i.e., Qt 6= 1 . Using the law of one price, we can link the

the real exchange rate to the terms of trade, Tt ≡ PFt
StP ∗

Ht
, which in log linear form is

qt = (1− 2γ)tt. Throughout the paper, lower-case letters denote percentage deviations

from steady state, assuming symmetric initial conditions.

Total demand for a generic home and foreign variety can be written as:

Y d
t (h) =

(
Pt(h)

PHt

)−ν (
PHt
Pt

)−θ [
(1− γ)Ct + γQθtC∗t

]
, (25)

Y d
t (f) =

(
Pt(f)∗

P ∗Ft

)−ν (
P ∗Ft
P ∗t

)−θ [
γQ−θt Ct + (1− γ)C∗t

]
.

Budget constraint The home household uses its revenues in every period to pur-

chase consumption goods or invest in home country money (Mt), home government

bonds (Bt), home “market” bonds (Bm
t ), and foreign “market” bonds (Bm∗

t ). Following

Turnovsky (1985) and Benigno (2009), we assume that households incur a quadratic

cost in changing the real asset position with respect to a constant real value (bm∗)

when trading market bonds from abroad. This assumption guarantees the stationarity

of net foreign asset positions.28 We denote the gross nominal interest rate on home

government bonds with Rt (and, thus, 1/Rt is the price of the bond), while the gross

nominal interest rate on home and foreign country “market” bonds with Rm
t and Rm

t
∗,

respectively. The home household’s budget constraint is:

Ct +
MH,t+1

Pt
+
BH,t+1

RtPt
+
Bm
H,t+1

Rm
t Pt

+
StB

m∗
H,t+1

Rm∗
t Pt

+
δ

2

(
StB

m∗
H,t+1

Pt
− bm∗

)2

≤

Wt

Pt
Lt +

MH,t

Pt
+
BH,t

Pt
+
Bm
H,t

Pt
+
StB

m∗
H,t

Pt
+ Πt + TMt − Tt.

(26)

28For simplicity, we assume that the adjustment costs paid by domestic households and foreign
households accrue as profits to financial intermediaries and are entirely rebated to foreign households.
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Here, Wt is the wage, Πt are real profits of domestic firms, and Tt are real govern-

ment lump-sum taxes. Home (foreign) holding of assets are denoted with a subscript

H (F ). TMt denotes seignorage revenues from printing domestic money, which for sim-

plicity are rebated in a lump-sum fashion to the household. Households maximize (23)

subject to (26), and to the constraints MH,t+1 ≥ 0, BH,t+1 ≥ 0. These latter constraints

mean that households are unable to issue securities with the same liquidity properties

as government securities. The households’ optimality conditions are in Appendix E.1.

Firms Domestic producers sell differentiated goods under monopolistic competition,

facing the demand function (25). Their production function is the following:

Yt(h) = AtLt(h), (27)

where Lt(h) denotes labor services employed by firm h in period t, and At represents

aggregate domestic total factor productivity. We introduce price stickiness in a conven-

tional way and denote with λp the Calvo probability of price non-adjustment. When

firm h has the opportunity, it sets the domestic-currency price P̃t(h) to maximize the

expected discounted value of net profits:

max
P̃t(h)

Es
t

∞∑
s=0

(λp)
sΘt,t+s

[
P̃t(h)Y d

t+s(h)−Wt+sLt+s(h)
]
,

subject to the demand function (25) and the production function (27). Profits are dis-

counted using the home households’ stochastic discount factor: Θt,t+s = β ζt+s
ζt

(
Ct+s
Ct

)−σ
Pt
Pt+s

.

Fiscal and monetary policy The government is assumed to finance its debt by

means of lump-sum taxes Tt. The governenment budget constraint is given by:

BH,t+1

Rt

+ Tt = BH,t. (28)

Monetary policy is conducted by adjusting the short-term nominal rate on government

bonds according to the following rule:

rt = φππt,

where πt = ∆ logPt is the (log of) domestic CPI inflation and rt = logRt.
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Shocks and expectations The domestic and foreign economies are buffeted by

preference and productivity shocks. Each of these exogenous disturbances, which we

denote with xt ∈ {logAt, logA∗t , log ζt, log ζ∗t }, follows an AR(1) process in logs with

persistence parameter ρx and variance of innovations σ2
x ≥ 0:

xt = ρxxt−1 + εxt , εxt ,∼ N (0, σ2
x). (29)

where the innovations εxt are assumed to be i.i.d. and uncorrelated across countries.

Households and firms observe the realizations of the shocks but have the following

beliefs about the exogenous process in (29):

xt = zxt + νxt , νxt ∼ N (0, σ̃2
ν,x), (30)

zxt = ρ̃xz
x
t−1 + εxt , εxt ,∼ N (0, σ2

x). (31)

The beliefs can be indifferently parameterized by the couple (ρ̃x, σ̃
2
ν,x/σ

2
x) or (ρ̃x, κx),

where κx denotes the Kalman gain associated with the signal extraction problem in

(30)-(31). We choose to work with the latter parameterization for convenience.

Market clearing, equilibrium, and solution method In equilibrium, households

and firms optimally choose quantities and prices subject to their respective constraints

while markets clear. Labor market clearing requires that Lt equals simultaneously the

labor supply of the households and the total labor demand of the firms defined as∫ 1

0
Lt(h)dh, and equivalently for L∗t in the foreign economy. The wage rates, Wt and

W ∗
t , adjust to ensure that these markets clear. Good markets clear, ensuring that

production equals total demand for domestic and foreign variety, i.e., Yt(h) = Y d
t (h)

and Yt(f) = Y d
t (f). Defining the indexes for domestic and foreign produced goods as

YHt =
(∫ 1

0
Yt(h)

ν−1
ν dh

) ν
ν−1

and YFt =
(∫ 1

0
Yt(f)

ν−1
ν df

) ν
ν−1

we obtain:

YHt =

(
PHt
Pt

)−θ [
(1− γ)Ct + γQθtC∗t

]
, YFt =

(
P ∗Ft
P ∗t

)−θ [
γQ−θt Ct + (1− γ)C∗t

]
.

Finally, the markets for all the assets, Bt, B
∗
t , Mt, M

∗
t , Bm

t and Bm
t
∗, have to clear

in equilibrium. We solve the model using a log-linear approximation of the equilib-

rium conditions around a deterministic and symmetric zero-inflation steady state. The

solution method, which accommodates distorted beliefs, is described in Appendix E.5.
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Uncovered interest rate parity In Appendix E, we show that up to a first-order

approximation the households’ optimality imply the following modified UIP condition:

Es
t ∆st+1 = (rt − r∗t ) + α(rt − r∗t ) + δbmt+1, (32)

where α = β η
1−η > 0. The no-arbitrage condition assumed in our partial equilibrium

analysis of Section 2 is a special case of equation (32) when there are no intermedi-

ation costs and government bonds do not provide liquidity services, i.e., δ = α = 0.

Since households derive liquidity services from government bonds, equation (32) fea-

tures time-varying expected excess returns. When home bonds provide larger liquidity

services, the foreign bonds must pay a higher expected monetary return. As in Engel

(2016) and Engel and Wu (2020), relative liquidity services are proportional to the

interest rate differential. Because home money and home bonds are imperfect substi-

tutes in providing liquidity services to the home household (see eq. (24)), a higher

home interest rate raises the opportunity cost of holding home money, making home

government bonds become more valued for their liquidity services.

Calibration Our parameterization approach does not target directly any of the em-

pirical moments we have discussed so far. Instead, it adopts conventional parameter

values where possible, and disciplines belief distortions by targeting well documented

forecast-error moments for non-exchange-rate variables, namely U.S. output and U.S.

inflation. This approach is well suited to determine how far the (reasonably parame-

terized) belief distortions can go in explaining exchange rate facts while at the same

time tying our hands with respect to the conventional part of the model.29

The value of conventional parameters is summarized in Panel A of Table 1. We set

the Frisch elasticity of labor supply 1/ϕ = 1, the quarterly discount factor β = 0.99,

and the inverse of the intertemporal elasticity of substitution σ = 5. We fix the home

bias parameter γ = 0.05. For the trade elasticity θ, we choose the value of 1.5, as

originally chosen by Backus et al. (1994) and Chari et al. (2002). We set the Taylor-

rule parameter φπ to 2.5. The Calvo probability of non-price-reset is λp = 0.75. We

follow Engel (2016) in setting α = 0.15.

Regarding the exogenous processes, we assume that both productivity and prefer-

29Alternatively, one could structurally estimate a broader set of parameters. We find this approach
less transparent for the current application because, while potentially delivering a better quantitative
fit, it would require specifying a broad yet somewhat arbitrary set of empirical targets (or complicate
the model by including a larger set of shocks and other frictions for a likelihood estimation).
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Table 1: Baseline Calibration

Parameter Interpretation Value Parameter Interpretation Value
A. Preferences and Technology φπ Monetary policy inflation response 2.50
β Discount factor 0.99 α Elasticity of liquidity function 0.15
σ Risk aversion 5.00
ϕ Inverse Frisch elasticity 1.00 B. Shocks and Beliefs
λp 1- Probability of price reset 0.75 σζ/σa Relative std of shocks 2.25
γ Openness 0.05 ρx Shocks persistence 0.90
θ Trade elasticity 1.50 ρ̃x Shocks perceived persistence 0.98
δ Intermediation cost 0.001 κx Kalman gain 0.47

Notes: The standard deviation of Home and Foreign TFP shocks is set to 1 without loss of generality
given that we do not focus on absolute volatilities.

ence shocks have persistence of 0.90, and we calibrate the relative standard deviation

of preference shocks to productivity shocks in order to match the well-documented em-

pirical negative correlation between consumption differentials and real exchange rates:

corr(∆ct−∆c∗t ,∆qt) = −0.17. Absent more guidance from the data, we restrict the be-

lief distorsions (κx and ρ̃x) to be the same for both sets of shocks. We then pick values

of κx and ρ̃x so that the model matches as well as possible some well-known empirical

facts about the predictability of forecast errors of U.S. output and U.S. inflation. In

particular, consider the following two regression equations:

xt+3 − Es
t xt+3 = αCG + βCG(Es

t xt+3 − Es
t−1 xt+3) + εCGt+3; (33)

xt+3 − Es
t xt+3 = αKW + βKWxt + εKWt+3 . (34)

Equation (33) consists in a regression of forecast errors about variable x on its forecast

revision. Full-information rational expectations imply βCG = 0, while the literature has

documented that βCG is positive and significant for several macro variables, including

inflation, output growth and unemployment forecasts (Coibion and Gorodnichenko,

2015; Angeletos et al., 2020; Kohlhas and Walther, 2021).30 That is, when professional

forecasters, in aggregate, revise upward their estimation of output or inflation, they on

average always “undershoot” the eventual truth.

Equation (34) consists in a regression of forecast errors about variable x on its

current realization. Full-information rational expectations imply βKW = 0, while the

literature has documented that βKW is negative and significant for a number of macro

variables, including inflation, output growth and unemployment forecasts (Angeletos

et al., 2020; Kohlhas and Walther, 2021). When current output or inflation are high,

30As Coibion and Gorodnichenko (2015), we specify the regression with 3-quarters-ahead forecasts.
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Table 2: Forecast-error Moments

Data Model Data Model

A. Coibion-Gorodnichenko Regressions B. Kohlhas-Walther Regressions

βCG Inflation 0.60 0.80 βKW Inflation -0.13 -0.03
(0.53) (0.92) (0.08) (0.08)

βCG Output 0.66 0.66 βKW Output -0.08 -0.13
(0.20) (0.24) (0.05) (0.07)

βCG Interest rate 0.64 0.80 βKW Interest rate -0.09 -0.03
(0.17) (0.92) (0.03) (0.08)

Notes: The table reports the estimated βCG and βKW in regression equations (33) and (34), re-
spectively. For the model, we use model-simulated data, and report the median value across 10,000
simulations of 120 quarters. Standard errors are reported in parentheses.

in aggregate, agents are too optimistic about the future path of output or inflation;

they on average systematically “overshoot” the eventual truth.

While the estimates of βCG and βKW may appear conflicting pieces of evidence,

they can be rationalized by a model of expectations’ formation that features for both

under- and over-reaction, as recently shown by Angeletos et al. (2020). Therefore, we

use the estimated values of βCG and βKW to discipline the extent of belief distortions

of our GE model. Table 2 reports the estimates of βCG and βKW using data from

Survey of Professional Forecasters from 1968:Q4 to 2019:Q4 for U.S. output and from

1981:Q2 to 2020:Q1 for U.S. inflation and interest rates. With the selected values of κx

and ρ̃x, our model is able to reproduce the estimates of βCG and βKW for U.S. output

and inflation (targeted) as well as for U.S. interest rates (not targeted).

4.2 Quantitative Results

We first describe the model dynamics using impulse responses. We then assess the

model’s ability to reproduce several moments of interest of exchange rates, macro

variables, and the properties of their forecast errors.

Exchange rate dynamics in general equilibrium The first row of Figure 4 de-

picts the equilibrium time-t responses to a persistent home TFP increase, along with

agents’ forecasts from the previous period, t − 1. Because agents hold biased beliefs

about the TFP process, they initially under-predict the future path of TFP, while sub-

sequently over-predict it. These belief misperceptions shape the equilibrium responses

of all endogenous variables in the model.

Following the observed TFP increase, under incomplete markets the consumption
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Figure 4: Impulse Responses to TFP and Demand Shocks

Notes: The first row reports the IRFs to a TFP shock, while the second row reports the IRFs to a
demand shock. The x-axis denotes quarters from the shock, starting at 0.

differential increase driven by the increase in the wage differential. Because of nominal

rigidities, the required downward adjustment of home prices is sluggish, resulting in

an equilibrium decline in inflation and in the nominal interest rate differential. As a

result, both nominal and real exchange rates depreciate on impact.

Initially, agents’ forecasts systematically under-predict the subsequent, persistent,

equilibrium decline in the interest rate differential, and thus they gradually revise

downward their forecasts of its future path. Agents positive forecast errors on the in-

terest rate differentials generate positive ex-post excess foreign-currency returns in the

short run, accounting for the initial depreciation of the exchange rates. After around

5 quarters, agents’ forecasts of future TFP become excessively optimistic leading to

the opposite path of forecast errors and forecast revisions. The resulting over-reaction

accounts for the sharp peak exchange rate depreciation and the observed reversal in

ex-post excess returns. The joint responses of interest rate differentials and ex-post

excess returns following TFP shocks give rise to the empirically-relevant pattern of UIP

deviations. Figure 5 reports the estimated βk and βsk in equations (3) and (7), respec-

tively, using model-simulated data. Figure 5 reveals that excess return predictability in

the model is driven primarily by endogenous forecast errors rather than time-varying

liquidity premia, in line with the empirical evidence in Section 1.
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Figure 5: UIP Regression Results (GE Model)

Notes: For both home TFP and home demand shocks, the figure reports the median estimates of βk
and βsk in equations (3) and (7), respectively, along with their 90% confidence interval, using 10,000
simulations of 120 quarters of our model with α = 0.15. Each horizon is a quarter. The difference
between the blue and the red lines is due to the presence of time-varying liquidity premia.

Figure 4 and Figure 5 also show that interest rates and excess returns dynamics

following a demand shock also delivers the patterns of predictability of UIP deviations

observed in the data. Thus, multiple fundamental shocks reproduce the empirically-

consistent predictability of UIP deviations in the GE model with belief distortions.

Open-economy business-cycle moments We assess the ability of our GE model

to reproduce several empirical moments of interest in open-economy macroeconomics.

Panel A of Table 3 reports a number of exchange rate moments, both in the data

and in the model. We estimate the moments for the US against the PPP-weighted

sum of Canada, France, Germany, Italy, Japan and UK from 1978:Q3 to 2007:Q4. We

report the moments for both the baseline model and for a version of the model without

time-varying liquidity services (i.e., α = 0).

The baseline model produces satisfactory results along many of the dimensions

considered. As in the data, equilibrium nominal exchange rate changes display a low

autocorrelation, and are significantly more volatile than macro variables. The model

also reproduces the observed high autocorrelation of real exchange rates and their near-

one correlation with the nominal exchange rate (PPP puzzle), as well as a negative

correlation between the real exchange rate and consumption (Backus-Smith Puzzle). A

limitation of the model is that it does not deliver a positive international comovement

in consumption, which could be addressed by allowing for correlated shocks across
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Table 3: Exchange Rate Related Moments

Data Model Data Model

Moments α = 0 α = 0.15 Moments α = 0 α = 0.15

A. Exchange Rates and Macro Variables B. Excess Returns Predictability

ρ(∆st) 0.16 0.29 0.28 β1 -1.23 -0.81 -0.88
(0.08) (0.08) (0.16) (0.20)

σ(∆st)/σ(∆yt) 6.26 3.07 3.19 βs1 -1.74 -0.81 -1.04
(0.22) (0.23) (0.16) (0.20)

ρ(qt) 0.95 0.95 0.94 βξ1 -0.46 0.00 -0.15
(0.02) (0.02) (0.00) (0.00)

ρ(∆qt,∆st) 0.99 1.00 1.00 Fama R2 0.02 0.06 0.05
(0.00) (0.00) (0.00) (0.00)

ρ(∆qt,∆(ct − c?t )) -0.17 -0.19 -0.19
∑

k β
q
k > 0 > 0 > 0

(0.07) (0.07)

σ(rt − r?t )/σ(∆st) 0.12 0.31 0.26
(0.03) (0.02)

ρ(rt − r?t ) 0.77 0.72 0.71 C. Stavrakeva-Tang Regressions
(0.06) (0.06)

ρ(∆ct,∆c
?
t ) 0.18 -0.05 -0.06 βST 0.17 0.47 0.48

(0.09) (0.09) (0.08) (0.08)

Notes: For the model, each entry is the median value of moments across 10,000 simulations of 120
quarters. We report the moments for both the baseline model and for a specification without time-
varying liquidity services (α = 0). Standard deviations across simulations are reported in parentheses.

countries.

It is worth noting that our mechanism explains several exchange rate puzzles within

a model that features the empirically-relevant volatility and auto-correlation properties

of equilibrium interest rates. This is possible because exchange rate changes are largely

determined by the revision of expected future path of the interest rate differentials (and

that of liquidity premia when α > 0).

Expected excess currency returns and forecast errors Our explanation of the

dual UIP puzzle and Engel puzzle does not rely on risk or liquidity premia. Indeed,

Panel B of Table 3 shows that our model explains these puzzles even when α = 0.

Nevertheless, the presence of liquidity premia in the baseline model (α > 0) allows us

to examine the interaction between expected excess returns, forecast errors and their

predictability.

Equation (6) highlights that the Fama β, i.e. β1, can result from predictable forecast

errors and/or predictable expected excess returns, that is β1 = βs1 − βξ1. Section 1

documented that in advanced economies βs1 drives the variation in β1; for this reason,

we primarily focused on the determinants of βs1. However, it is worth noting that one
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typically finds βξ1 < 0, although small and marginally significant. High interest rate

differentials are associated with positive ex-ante excess returns on the foreign currency,

even though ex post they turn out to be negative. Since the baseline model has both

belief distortions and subjective deviations from UIP (due to time-varying liquidity

yields) we can confront it with this fact.31

Panel B of Table 3 reports the estimates of β1, β
s
1 and βξ1 both in the data and

in the baseline model. The model produces estimates of the overall Fama β and its

components that align closely with the data, both qualitatively and quantitatively.

When the home interest rate is high agents expect negative excess returns on the home

currency (βξ1 < 0). In fact, when the interest rate is high liquid assets that can

substitute for money become more valued for their liquidity services and so must pay

a higher liquidity return. To the contrary, because agents hold distorted beliefs on

the underlying fundamental processes, they initially under-estimate the future path of

interest rate differentials and liquidity premia, which accounts for short-run forecast

errors (βs1 < 0) and overall high realized excess returns on the home currency (β1 < 0).32

The predictive ability of the current interest rate differential for future exchange

rate changes is weak in the data as reflected by a small Fama R2. Our model captures

this, even when subjective UIP holds (α = 0), because an important determinant of

exchange rate changes is the revision of the future path of interest rate differentials.

This suggests that a lowR2 in the Fama regression should not be interpreted as evidence

that interest rates and exchange rates are weakly related (see Engel and West, 2005,

and Chahrour et al., 2021).

While time-varying risk premia do not appear responsible for the UIP puzzle and

reversal, they likely contribute to the broader exchange rate dynamics. Our main

findings concern the covariance of realized currency returns with forward premia, which

is the focus of large part of the literature. However, it is possible that time-varying

risk premia are important to explain other moments of exchange rates, as suggested

by some recent studies. For example, Stavrakeva and Tang (2020a) show that the

variation in survey-based expected currency returns account for a significant portion

of the unconditional variance of exchange rates, while Chinn and Frankel (2019) find

that survey-based expected currency returns are correlated with the VIX, a proxy for

31For a broader discussion of survey-based risk premia, see Kalemli-Ozcan and Varela (2021).
32In this model with liquidity premia agents make forecast errors on both the interest rate differential

under UIP and the liquidity premia. In fact, the predictability of forecast errors results from systematic
revisions of both the UIP-consistent exchange rate and its liquidity premium component.
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risk aversion, even though these cannot explain the UIP puzzle.

More on exchange rate forecast errors We now test whether the exchange rate

expectations implied by our microfoundation are consistent with evidence on exchange

rate beliefs beyond that implied by UIP-based regressions. Using Consensus Economics

exchange rate forecast data, Stavrakeva and Tang (2020b) show that one can predict

exchange rate forecast errors using past exchange rate depreciations. This robust em-

pirical pattern represents a powerful additional moment regarding the predictability of

exchange rate forecast errors that can be tested in our model.

Consider a regression of exchange rate forecast errors on past depreciations:

st+1 − Es
t st+1 = αST + βST (st − st−1) + εSTt+1. (35)

Rational expectations imply βST = 0, while Stavrakeva and Tang (2020b) find that

βST is positive and significant for almost all currency pairs.33 This implies that past

depreciations are associated with the forecasters’ belief that the currency will appreciate

by more than if forecasters’ expectations were rational. We estimate regression (35)

at quarterly frequency using Consensus Economics data from 1990:M1 to 2019:M7 for

the currency pairs considered in Section 1. The panel estimate of βST is reported in

Panel C of Table 3, along with the moments produced by model-simulated data.

The model very naturally reproduces this dimension of exchange rate forecast error

predictability. In fact, Cov(st−st−1, st+1−Es
t st+1) > 0 during both phases of expecta-

tions’ under and over-reaction. When agents under-predict the future path of interest

differentials, the exchange rate tends to appreciate while they under-predict the en-

suing appreciation. When agents over-predict the future path of interest differentials,

the exchange rate tends to depreciate while agents under-predict the resulting rates

of depreciation. Our set of belief distortions is thus able to reproduce several forecast

error predictability properties of both macro variables (Table 2) and exchange rates.

Full-information rational expectations One may wonder how the model with

distorted beliefs compares with its FIRE counterpart in terms of the moments we

analyzed so far. To answer this question, we report in Table A.2 the moments from the

33Stavrakeva and Tang (2020b) document these patterns for forecast horizons of 1, 3, 12, and 24
months. In Stavrakeva and Tang’s (2020b) regressions the relevant estimated coefficient is negative
as their definition of forecast error is opposite relative to our notation.
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FIRE-version of our model, which obtains by setting ρ̃x = ρx and κx = 1 for both sets

of shocks. As expected, the table shows that the model under FIRE cannot reproduce

the predictability of exchange rate forecast errors with past interest rate differentials

(Panel B) or past exchange rate changes (Panel C). This simply follows from the fact

that forecast errors are unpredictable under FIRE. Regarding the other exchange rate

and macro moments (Panel A), we note a similar quantitative fit of the model under

FIRE. A difference worth mentioning is that the lack of under-reaction under FIRE

makes the exchange rate more volatile, thus improving its relative volatility to output

but worsening its relative volatility to interest rate differential. Overall, from this

comparison we conclude that behavioral distortions explain forecast error predictability

moments (and thus the profile of UIP violations at different horizons) and the Engel

(2016) puzzle without compromising the model’s ability to match other exchange rate

and macro moments.

4.3 Monetary Policy and the New Fama Puzzle

In this paper, UIP violations arise due to agents’ biased expectations of underlying

fundamentals. In GE, biased beliefs about fundamentals result in forecast errors about

endogenous variables including interest rates, output, and inflation. As a result, the

patterns of UIP violations critically depend on agents’ biases and the structural rela-

tionships implied by the model. In particular, while fundamentals follow exogenous

processes, the dynamic properties of interest rates and ensuing forecast errors are en-

dogenous to monetary policy in our GE framework.

Recent evidence re-examining the UIP puzzle allows to exploit this particular insight

to test the main mechanism of our model. Specifically, Bussiere et al. (2018) document

that the Fama β turns positive after the Great Recession, in conjunction with a change

in the conduct of monetary policy, for 8 advanced countries’ exchange rates against

the US dollar. That is, in this period a rise in the domestic interest rates relative to

the Federal Funds rate predicts a depreciation of the country’s currency against the

US dollar in excess of UIP.34 We find a similar pattern of β1 in our sample of advanced

economies, as reported in the first column of Table 4. Crucially, Bussiere et al. (2018)

document that the “new Fama puzzle” – the switch in the sign of the β1 relative to the

pre-crisis sample – is mostly due to the change in the sign of the covariance between

34Along these lines, Engel et al. (2021) document that interest rate differentials fail to robustly
predict excess dollar returns in samples that include post-2008 data.
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forecast errors and interest rate differentials. The endogeneity of this covariance to

policy, captured by the coefficient βs1, is a distinctive feature of our GE framework.

Thus, verifying whether the model generates different βs1’s in different policy regimes

constitutes a natural test of our mechanism.

To operationalize this test, we depart from the baseline policy regime, that is an

equilibrium that features active monetary and passive fiscal policies (AM/PF), where

the monetary authority reacts strongly to inflation, while the fiscal authority adjusts

taxes to fully fund its debt.35 Following Bianchi and Melosi (2017), we interpret the

post-2008 period as a regime of passive monetary and active fiscal policies (PM/AF).36

In this regime, the fiscal authority does not adjust taxes sufficiently to stabilize debt,

and deficits are financed by a “passive” monetary authority (φπ < 1) allowing inflation

to rise and inflate debt away (Leeper, 1991; Bianchi and Melosi, 2014).

The government budget constraint is reported in equation (28). As in Bianchi and

Melosi (2017), our general formulation of the tax rule allows the tax-to-output ratio,

τt = PtTt
PHtYHt

, to respond to the debt-to-output ratio, BH,t−1 =
Pt−1BH,t

PH,t−1YH,t−1
, and to the

the output gap, ŷt − ŷnt . The rule also allows for a certain degree of tax smoothing:

τ̃t = ρτ τ̃t + (1− ρτ )
[
δbB̃H,t−1 + δy(ŷt − ŷnt )

]
, (36)

where a tilde over a variable denotes the level of the variable in deviations from the

steady state. In our baseline PM/AF regime, we assume that tax revenues adjust to

changes in output in order to keep the tax-to-output ratio unchanged. We thus set

φπ = 0.5, ρτ = δb = δy = 0, while the remaining parameter are calibrated as in Table

1. Below, we explore different calibrations of the parameters in the tax rule.

Figure 6 depicts the impulse responses to home TFP and home demand shocks in

the PM/AF regime. The figure reveals that interest rates and exchange rates comove

differently than in the AM/PF regime. In fact, under PM/AF high interest rate differ-

entials are associated with positive rates of depreciations in excess of UIP. That is, high

interest rates predict positive foreign excess currency returns, and importantly, more

than what is required as a liquidity premium. As a result, β1 > 0 and βs1 > 0. This

35While this configuration reasonably characterizes the experience of advanced economies pre-2008,
central banks could not arguably react to inflation sufficiently strongly post-2008 when the interest
rate was constrained by the effective lower bound.

36 In their structural estimation exercise, Bianchi and Melosi (2017) interpret the post-2008 period
as an extreme version of a PM/AF regime to distinguish this period from the pre-Volcker period of
PM/AF that occurred in their sample. This distinction is not needed for our purposes.
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Figure 6: Impulse Responses Under Passive Monetary and Active Fiscal Policies
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Notes: The figure reports the IRFs to a positive home TFP shock (first row) and a positive home
demand shock (second row) under the PM/AF regime. For both TFP and demand shocks, the figure
reports the median estimates of β1 and βs1 in equations (3) and (7), respectively, along with the
standard deviation in parentheses, using 10,000 simulations of 120 quarters.

contrast sharply with the AM/PF regime, where positive interest rates differentials are

associated with subsequent negative foreign excess currency returns (Figure 4).

The intuition for the switch in β1 and βs1 is simple, and follows from the properties of

interest rate forecast revisions in the PM/AF regime in the presence of under-reaction.

In the PM/AF regime negative inflation systematically predicts future positive infla-

tion. In fact, negative inflation increases the real value of government debt which,

absent a strong fiscal adjustment, will be stabilized by future positive rates of infla-

tion. Under a Taylor rule (albeit with φπ < 1), nominal interest rates inherit the

dynamics properties of inflation: high interest rates today predict low interest rates in

the future. Moreover, whenever the interest rate today is higher than agents’ prior,

agents systematically revise their forecast of the cumulative path of the interest rate

downwards.37 Because agents under-react to persistent changes in fundamentals, a

shock that increases interest rates today will lead agents to be surprised for several

37Appendix E.4 proves this analytically when tax revenues are constant, while Figure 6 confirms
that this applies also to the more realistic case in which tax revenues adjust to changes in output.
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Table 4: UIP Regressions Across Regimes

Data Model

Pre-2008 β1 -1.26 AM/PF -0.88 -0.88 -0.88
(0.90) (0.20) (0.20) (0.20)

Post-2008 β1 1.93 PM/AF 0.26 0.55 0.56
(2.30) (0.02) (0.17) (0.17)

Tax rule (eq. (36)) ρτ = 0 δy = 0 ρτ = 0 δy = 0.25 ρτ = 0.45 δy = 0.25

Notes: The table reports the estimates of β1 in regression equation (2), in both data and model.
For the model, the pre-2008 values are computed using the baseline AM/PF regime described above,
while the post-2008 values are computed using the PM/AF regime under different calibrations of
the parameters of the fiscal block. Under AM/PF φπ = 2.50, while under PM/AF φπ = 0.50. The
remaining parameter are calibrated as in Table 1.

periods by high interest rates. These positive surprises induce agents to continuously

revise the forecast of the interest rate path downwards resulting in an over-depreciation

of the exchange rate in the short run.

This mechanism generates positive β1 and βs1 and does not make reference to a

particular type of shock, thus applying equally to supply or demand disturbances.

Table 4 shows that the Fama coefficient β1 from our model simulations rationalizes

the “old” and “new” Fama puzzle in our baseline calibration. The table confirms that

the result is robust to alternative parameterizations of the tax rule taken from the

estimates of Bianchi and Melosi (2017). Indeed, a response of taxes to the output gap

either with or without smoothing affects the positive β1 in the PM/AF regime only

quantitatively but leaves the sign unchanged.

From this exercise we conclude that excess currency returns in our GE model are

endogenous to the policy regime in a way that jointly rationalizes the evidence about

the direction of UIP deviations before and after the financial crisis. As the empirical

switch has been attributed to changes in the correlation between forecast errors and

interest rates, we interpret the ability of our model to reproduce these facts as directly

supportive of the key mechanism that we proposed. In our model, both β1 and βs1

are naturally positive when monetary policy is passive, due to the joint properties of

inflation, interest rates and forecast error dynamics that obtain in the PM/AF regime.38

38In a model with noisy signals and over-extrapolation about the interest rate differential, Valente
et al. (2021) offer a distinct explanation of the New Fama Puzzle. Their explanation is based on a
reduction in the dispersion of beliefs about interest rates. In their model, lower beliefs dispersion is
associated with less under-reaction and can lead to a positive Fama β if over-reaction dominates.
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5 Conclusions

The notion that exchange rate fluctuations are partly driven by incorrect expectations

about macroeconomic fundamentals is prevalent among academics and practitioners.

Yet, if and how expectational errors influence exchange rate dynamics is not well

understood. Following a long tradition in macroeconomics and international finance, we

used survey expectations to document new properties of exchange rate forecast errors.

Our evidence revealed that expectations under-reaction and over-reaction coexist and

operate at different horizons, and this property is responsible for the predictability of

excess currency returns recently documented by Engel (2016) and Valchev (2020).

The coexistence of under and over-reaction of exchange rate beliefs implies that sim-

ple behavioral theories of exchange rate determination inevitably fall short of explaining

the whole dynamics of forecast errors. We proposed a theory of shock misperceptions

and over-extrapolation that rationalizes the observed dynamics of exchange rate expec-

tations. Under-reaction arises because agents overstate the importance of transitory

shocks. Over-reaction stems from the fact that investors perceive persistent shocks

to be more autocorrelated than they actually are. In this context, under-reaction

naturally dominates in the short-run while over-reaction prevails in the longer-run.

We showed that these parsimonious ingredients not only explains several exchange

rate puzzles but also, once embedded in a standard open-economy general-equilibrium

model, make clear predictions about forecast errors of interest rates and other key

macroeconomic indicators that are supported by the data.

We provided new disciplining evidence for models of exchange rate expectations and

identified the set of belief distortions that are necessary to make sense of the data. Like

much of the finance literature, we remained silent on the specific behavioral biases that

operate behind the belief distortions included in our model. A natural direction for

future work involves identifying the origins of such behavioral biases. Understanding

the nature of these belief distortions is all the more important since contemporaneous

work by Angeletos et al. (2020) and Bianchi et al. (2020) suggest that these non-

monotonic patterns of forecast errors are pervasive macroeconomic phenomena.

To preserve tractability, we solved our model using first-order perturbations and

assumed Gaussian shocks. This approach allows us to study the general equilibrium

effects of belief distortions using standard solution techniques adapted to account for

the difference between the data generating process and agents’ beliefs thereof. However,

this comes at the cost of abstracting from other important features, such as time-
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varying risk premia. While time-varying risk premia do not appear to be responsible

for UIP puzzle and reversal according to the evidence of Chinn and Frankel (2019) and

our own, they likely contribute to the broader exchange rate dynamics. Embedding

our mechanism into a more general setting that allows for time-varying risk premia is

a promising research avenue as it would shed further light on how belief distortions

affect asset prices and macroeconomic dynamics.
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Appendix

A Data

• Forward and spot exchange rates; Reuters/WMR and Barclays, retrieved from

Datastream

– Frequency: Monthly

– Currencies pairs: CAD/USD, DEK/USD, DEM-EUR/USD, JPY/USD, NOK/USD,

SEK/USD, CHF/USD, GBP/USD.

– Interest rate differentials: We construct interest rate differentials from the

Covered Interest Parity (CIP):39

Ft
St

=
1 + rt
1 + r∗t

• Exchange rates forecasts; Consensus Economics Foreign Exchange Consensus

Forecasts

– Frequency: Monthly

– Horizon: 3-month ahead

– Currencies pairs: CAD/USD, DEK/USD, DEM-EUR/USD, JPY/USD, NOK/USD,

SEK/USD, CHF/USD, GBP/USD.

• Interest rates and interest rates forecasts; FX4Casts

– Three-month LIBOR rates and three-month LIBOR rates forecast

– Frequency: Monthly

– Countries: Canada, Germany-EZ, Switzerland, UK, Japan

• U.S. output, U.S. inflation, U.S. interest rates forecasts; Survey of Professional

Forecasters

– Frequency: Quarterly

39This is the standard practice in the literature because the data on forward contracts are more
widely available than data on short-term interest rates. When both series are available they are
virtually identical.
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• Empirical moments in Table 3; Various sources, retrieved from FRED

– Frequency: Quarterly

– Countries: Home: United States; Foreign: PPP-weighted sum of Canada,

France, Germany, Italy, Japan, UK.

B Proofs

B.1 Proof of Proposition 1

From the definitions of the perceived interest rate process (10)-(11) it follows that

Es
t xt+j = Es

t zt+j = ρ̃j−1 Es
t zt+1 = ρ̃j−1 Es

t xt+1. Substituting this result in equation

(14) and noting that Es
t xt = xt we obtain equation (15).

B.2 Proof of Proposition 2

The coefficients βk’s are defined as:

βk+1 =
Cov(st+k+1 − Es

t+k st+k+1, xt)

Var(xt)
. (A.1)

From the solution of the exchange rate in (15) we obtain the following expression for

the one-step ahead forecast error:

st+1 − Es
t st+1 = −xt+1 −

1

1− ρ̃
Es
t+1 zt+2 + (Es

t xt+1 +
1

1− ρ̃
Es
t Es

t+1 zt+1),

= −xt+1 −
ρ̃

1− ρ̃
Es
t+1 zt+1 + (Es

t zt+1 +
ρ̃

1− ρ̃
Es
t zt+1),

= −xt+1 −
ρs

1− ρ̃
(Es

t+1 zt+1 − Es
t zt). (A.2)

The Kalman filter implies that the beliefs about zt evolve according to:

Es
t zt = (1− κ)ρ̃Es

t−1 zt−1 + κxt. (A.3)

We can use this expression to rewrite the forecast error in (A.2) as:

st+1 − Es
t st+1 =

1− (1− κ)ρ̃

1− ρ̃
(−xt+1 + ρ̃Es

t zt) (A.4)
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Also, solving equation (A.3) backward yields:

Es
t zt = κ

∞∑
i=0

[(1− κ)ρ̃]i xt−i (A.5)

Substituting this expression in (A.4) we finally obtain:

st+1 − Es
t st+1 =

1− (1− κ)ρ̃

1− ρ̃

(
−xt+1 + ρ̃κ

∞∑
i=0

[(1− κ)ρ̃]i xt−i

)
(A.6)

We now proceed to computing the βk+1’s. Let us begin by β1:

β1 =
Cov(st+1 − Es

t st+1, xt)

Var(xt)

=

1−(1−κ)ρ̃
1−ρ̃

(
−Cov(xt+1, xt) + ρ̃κ

∑∞
i=0 [(1− κ)ρ̃]i Cov(xt−i, xt)

)
Var(xt)

=

1−(1−κ)ρ̃
1−ρ̃

(
−ρVar(xt) + ρ̃κ

∑∞
i=0 [(1− κ)ρ̃]i ρi Var(xt)

)
Var(xt)

=

1−(1−κ)ρ̃
1−ρ̃

(
−ρ+ ρ̃κ

1−(1−κ)ρ̃ρ

)
Var(xt)

Var(xt)
=

1− (1− κ)ρ̃

1− ρ̃

(
−ρ+

ρ̃κ

1− (1− κ)ρ̃ρ

)
.

Now, exploiting the stationarity of the model, we can calculate β2 =
Cov(st+2−Est+1 st+2,xt)

Var(xt)

as Cov(st+1−Est st+1,xt−1)
Var(xt)

. Defining the composite parameter a = 1−(1−κ)ρ̃
1−ρ̃ ,the numerator

of this expression is:

Cov(st+1 − Es
t st+1, xt−1) = a

(
−Cov(xt+1, xt−1) + ρ̃κ

∞∑
i=0

[(1− κ)ρ̃]i Cov(xt−i, xt−1)

)

= a
(
− ρ2 Var(xt) + ρ̃κ(1− κ)ρ̃

∞∑
i=0

[(1− κ)ρ̃]i Cov(xt−i−1, xt−1)+

+ ρ̃κCov(xt, xt−1)
)

= a
(
− ρ2 Var(xt) + ρ̃κ(1− κ)ρ̃

∞∑
i=0

[(1− κ)ρ̃]i ρi Var(xt) + ρρ̃κVar(xt)
)

= a
(
− ρ2 +

ρ̃κ(1− κ)ρ̃

1− (1− κ)ρ̃ρ
+ ρρ̃κ

)
Var(xt).
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It follows that:

β2 =
1− (1− κ)ρ̃

1− ρ̃

(
− ρ2 +

ρ̃κ(1− κ)ρ̃

1− (1− κ)ρ̃ρ
+ ρρ̃κ

)
.

Proceeding in a similar manner for β3 one obtains the expression:

β3 =
1− (1− κ)ρ̃

1− ρ̃

(
− ρ3 +

ρ̃κ(1− κ)2ρ̃2

1− (1− κ)ρ̃ρ
+ ρ̃κ(ρ2 + (1− κ)ρ̃ρ)

)
.

Cov(st+1 − Es
t st+1, xt−2)

= a

(
−Cov(xt+1, xt−2) + ρ̃κ

∞∑
i=0

[(1− κ)ρ̃]i Cov(xt−i, xt−2)

)

= a
(
− ρ3 Var(xt) + ρ̃κ(1− κ)2ρ̃2

∞∑
i=0

[(1− κ)ρ̃]i Cov(xt−i−2, xt−2)+

+ ρ̃κCov(xt, xt−2) + ρ̃κ(1− κ)ρ̃Cov(xt−1, xt−2)
)

= a
(
− ρ3 Var(xt) + ρ̃κ(1− κ)2ρ̃2

∞∑
i=0

[(1− κ)ρ̃]i ρi Var(xt) + ρ̃κρ2 Var(xt) + ρ̃κ(1− κ)ρ̃ρVar(xt)
)

= a
(
− ρ3 +

ρ̃κ(1− κ)2ρ̃2

1− (1− κ)ρ̃ρ
+ ρ̃κ(ρ2 + (1− κ)ρ̃ρ)

)
Var(xt).

It follows that the general pattern of the βk+1 can be written as:

a
(
− ρk+1 +

ρ̃κ(1− κ)kρ̃k

1− (1− κ)ρ̃ρ
+ ρ̃κ(ρk + (1− κ)ρ̃ρk−1 + · · ·+ (1− κ)k−1ρ̃k−1ρ)

)
=a
(
− ρk+1 +

ρ̃κ(1− κ)kρ̃k

1− (1− κ)ρ̃ρ
+ ρ̃κρk(1 + (1− κ)

ρ̃

ρ
+ · · ·+ (1− κ)k−1

ρ̃k−1

ρk−1
)
)

=a
(
− ρk+1 +

ρ̃κ(1− κ)kρ̃k

1− (1− κ)ρ̃ρ
+ ρ̃κρk

1−
(

(1− κ) ρ̃
ρ

)k
1− (1− κ) ρ̃

ρ

)
,

where the last equality goes through only if (1−κ) ρ̃
ρ
< 1. Further manipulation of this

expression results yields the coefficients reported in the main text: We can conclude
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that the β from our regressions is:

βk+1 = ρk
1− (1− κ)ρ̃

1− ρ̃

(
− ρ+

ρ̃κ(1− κ)kρ̃k/ρk

1− (1− κ)ρ̃ρ
+ ρ̃κ

1−
(

(1− κ) ρ̃
ρ

)k
1− (1− κ) ρ̃

ρ

)
= ρk

1− (1− κ)ρ̃

1− ρ̃

(
ρ̃− ρ

1− (1− κ)ρ̃/ρ
+ ρ̃κ

[
(1− κ)

ρ̃

ρ

]k(
1

1− (1− κ)ρ̃ρ
− 1

1− (1− κ) ρ̃
ρ

))

= ρk
1− (1− κ)ρ̃

(1− ρ̃)(1− (1− κ)ρ̃/ρ)

(
(ρ̃− ρ) + ρ̃κ

[
(1− κ)

ρ̃

ρ

]k (
(1− κ)ρ̃(ρ− ρ−1)

1− (1− κ)ρ̃ρ

))
.

Under the assumption that (1 − κ)ρ̃/ρ < 1, the first term is positive and the second

one is negative. The second term shrinks with k which implies that the coefficients

start negative and the turns positive.

B.3 Proof of Proposition 3

The proof of Proposition 2 reveals that the expression for β1 is:

β1 =
1− (1− κ)ρ̃

1− ρ̃

(
ρ̃κ

1− (1− κ)ρ̃ρ
− ρ
)
. (A.7)

The above expression is negative iff:

ρ̃κ < ρ− (1− κ)ρ̃ρ2

ρ̃(κ/ρ+ (1− κ)ρ) < 1

ρ̃ <

[
(1− κ)ρ+

κ

ρ

]−1
≡ ρ̄.

Note also that 0 < κ ≤ 1 implies that ρ̄ ≥ ρ.

B.4 Proof of Proposition 4

Consider once again the expression in (18), which we report here for convenience:

βk+1 = ρk 1−(1−κ)ρ̃
(1−ρ̃)(1−(1−κ) ρ̃ρ)

{
(ρ̃− ρ) + ρ̃κ

[
(1− κ) ρ̃

ρ

]k
(1−κ)ρ̃(ρ−ρ−1)

1−(1−κ)ρ̃ρ

}
. (A.8)
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Under the assumption that (1 − κ)ρ̃/ρ < 1, the term outside the curly bracket is

positive. Inside the curly bracket, the second term is negative as ρ − ρ−1 < 0. This

term monotonically approaches zero as k → ∞ because we assumed that the term in

squared brackets is smaller than 1. The sign of the entire expression then depends

on k and on the sign of ρ̃ − ρ. If ρ̃ < ρ both signs inside the curly brackets are

negative regardless of k, thus βk+1 < 0 for all k. If 0 < ρ̃ < ρ̄ the first term is

positive and the second one is negative. The second term shrinks with k which implies

that the coefficients start negative and the turns positive. If ρ̃ > ρ̄ then we know

from Proposition 3 that β1 > 0 which implies that (ρ̃− ρ) > ρ̃κ (1−κ)ρ̃(ρ−ρ−1)
1−(1−κ)ρ̃ρ . This last

inequality implies that βk+1 > 0 for any k because (ρ̃−ρ) > ρ̃κ
[
(1− κ) ρ̃

ρ

]k
(1−κ)ρ̃(ρ−ρ−1)

1−(1−κ)ρ̃ρ

for any k since (1− κ)ρ̃/ρ < 1.

B.5 Proof of Proposition 5

By taking the sum of the β’s we obtain:

∞∑
k=0

βk+1 =
∞∑
k=0

ρk
1− (1− κ)ρ̃

(1− ρ̃)(1− (1− κ)ρ̃/ρ)

{
(ρ̃− ρ) + ρ̃κ

[
(1− κ)

ρ̃

ρ

]k (
(1− κ)ρ̃(ρ− ρ−1)

1− (1− κ)ρ̃ρ

)}

=
1− (1− κ)ρ̃

(1− ρ̃)(1− (1− κ)ρ̃/ρ)

(
(ρ̃− ρ)

1− ρ
+

ρ̃κ

1− (1− κ)ρ̃

(
(1− κ)ρ̃(ρ− ρ−1)

1− (1− κ)ρ̃ρ

))

So we can conclude our model can explain the excess volatility puzzle as long as:

ρ̃− ρ > ρ̃κ(1− ρ)

1− (1− κ)ρ̃

(
(1− κ)ρ̃(ρ−1 − ρ)

1− (1− κ)ρ̃ρ

)
> 0. (A.9)

B.6 Proof of Proposition 6

The interest rate process is described in equation (9), while the evolution of interest

rate expectations is reported in equations (12)-(13). Using these equations, one can

express the one-step ahead forecast errors, xt − Es
t−1 xt, as:

xt−Es
t−1 xt = ((1−κ)ρ̃+ ρ)(xt−1−Es

t−2 xt−1)− (1−κ)ρ̃ρ(xt−2−Es
t−3 xt−2) + εt− ρ̃εt−1
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Rearranging the above equation, one obtains:

xt − Es
t−1 xt =

(1− ρ̃L)

(1− δL)(1− ρL)
εt =

(
ρ− ρ̃
ρ− δ

1

1− ρL
+
ρ̃− δ
ρ− δ

1

1− δL

)
εt (A.10)

where δ = (1 − κ)ρ̃. In continuous time, we can express the impulse response of the

one-step ahead forecast errors as:

m(t) =
ρ− ρ̃
ρ− δ

ρt +
ρ̃− δ
ρ− δ

δt (A.11)

where m(t) = χk when t = k ∈ {0, 1, . . . }. There is at most one root of m(t), which is:

k̂ =
log(ρ̃− ρ)− log(ρ̃− δ)

log δ − log ρ
(A.12)

Consider first the case in which ρ̃ ≤ ρ. In such a case, equation (A.10) reveals that

the IRF of the forecast errors to an interest rate innovation is always positive.

Consider now the case in which ρ̃ > ρ. Equation (A.11) implies that the IRF of the

forecast errors is negative for large enough values of t, regardless of whether ρ − δ is

positive or negative. In such a case, a switch in the sign of impulse responses obtains

if χ1 = m(1) > 0.40 This is the case when ρ̃ < ρ̂ ≡ ρ
κ
. Thus, if ρ < ρ̃ < ρ̂, then χk > 0

for k < k̂ and χk < 0 for k > k̂, where k̂ is defined in equation (A.12). Otheriwse, if

ρ̃ ≤ ρ̂, then χk > 0 for all k ≥ 1.

C Alternative Theories of Behavioral Expectations

A common way of modeling behavioral biases is to assume that agents perceive the

data generating process to be different from the truth, but then allow agents to update

correctly based on their beliefs. We now examine the most popular of such approaches

in the context of our model of exchange rate determination.

C.1 Shock Misperception / Adaptive Expectations

Under shock misperception as in GT, agents misperceive the interest rate process to be

partially driven by temporary shocks, but have a correct belief about the persistence

40Note that χ0 = m(0) = 0, independently of the parameters governing the process of expectations
formation.
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parameter ρ̃ = ρ. In this case, the coefficients of the excess returns predictability

regression take the form:41

βk+1 = −[ρ(1− κ)]k
ρ(1− ρ(1− κ))(1− κ)(1 + ρ)

1− (1− κ)ρ2
< 0. (A.13)

For k = 0, this expression corresponds to equation (18) in GT. As pointed out in their

paper, shock misperception can explain the classic UIP puzzle β1 < 0. However, this

expression shows that simply relying on misperception about the relative importance

of transitory and persistent shocks will not generate a reversal of excess returns (i.e.,

βk+1 < 0 for all k ≥ 0) because forecast errors follow an AR(1) process:

s− sREt =
1

1− ρ

(
Et xt+1−Es

t xt+1

)
=

1

1− ρ

(
ρ̃(1−κ)(Et−1 xt−Es

t−1 xt) + ρ̃(1−κ)εt

)
.

The intuition can be understood by thinking about the response of the exchange

rate to an interest rate shock. Figure 2a shows such a response for an illustrative case

with ρ = 0.98 and κ = 0.17. The Kalman gain and persistent parameters are in the

range considered by GT and Ilut (2012).

The red line shows that the exchange rate initially appreciates less than under

rational expectations because agents partly believe the shock to be transitory. In

the next periods, agents observe the interest rate differential to be higher than what

they expected, so they update their beliefs accordingly. That is, over time agents

attribute a larger and larger probability to the fact that the observed movements

in the interest rate differential are coming from a persistent shock. Eventually, this

probability approaches one, thus the exchange rate appreciation will approach the

rational expectation appreciation but will never exceed it.

Pure extrapolation bias Under pure extrapolation, agents correctly perceive the

interest rate process to be driven exclusively by the persistent component (i.e., xt = zt)

but they have an incorrect perception of the persistence parameter (ρ̃ 6= ρ). When ρ̃ >

ρ, agents are overconfident as to the extent to which current interest rate differentials

predict future ones, i.e. Es
t xt+1 = ρ̃xt > ρxt = Et xt+1. In the Appendix, we show

that under pure over-extrapolation the exchange rate predictability coefficients take

41This expression obtains as a special case of Proposition 2 when ρ̃ = ρ.
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the form:

βPEBk+1 = ρk
ρ̃− ρ
1− ρ̃

> 0. (A.14)

That is, high interest rate differentials predicts negative excess returns at all horizons.

The intuition is simple. As depicted in Figure 2a, following an interest rate increase the

exchange rate appreciates more than rational expectations, as interest rates are believed

to be more persistent. In the following period, the exchange rate depreciates more than

under rational expectations generating negative excess returns. These negative excess

returns imply positive βk at all horizons, as shown in Figure 2b. From equation (A.14),

it is easy to see that with pure under-extrapolation (ρ̃ < ρ), all the βk’s will be negative

so that excess return are positive at all horizons.

Diagnostic expectations Consider now a case in which agents know the true data

generating process (i.e. xt = zt, and ρ̃ = ρ) but in which a behavioral bias leads agents

to forecast the future using a reference conditional distribution that differs from the

objective one. In the formulation of Bordalo et al. (2018) and Bordalo et al. (2019),

diagnostic expectations about the interest rate process would take the form:

Eθ
t xt+1 = Et xt+1 + θ[Et xt+1 − Et−1 xt+1]. (A.15)

In essence, diagnostic expectations over-react to the information received at time t by

the term θ[Et xt+1 − Et−1 xt+1]. It is straightforward to see that this simple version

of diagnostic expectations would not lead to the desired result. Suppose that there

is an unexpected increase in the interest rate differential at time t. Under diagnostic

expectation, st appreciates more than under rational expectations. However, absent

any other subsequent news, the exchange rate would depreciate at time t + 1 to the

rational expectation level, and follow the rational expectation path thereafter. The

excessive impact appreciation would result in a larger depreciation than under rational

expectations in the following period. Thus, on average, an increase in interest rate

differential is associated with a subsequent excessive depreciation, the opposite of what

the data suggests. Formally:

Lemma 3. Under diagnostic expectations of the form (A.15)

β1 = ρ(1 + ρ)θ > 0,

βk+1 = 0 ∀k > 0.

55



The second part of the Lemma follows from the fact that expectations in (A.15)

react only to current news, so that diagnostic expectations in periods after the shock

coincide with rational expectations. A more general formulation of diagnostic expec-

tations discussed in Bordalo et al. (2018, Appendix 2b) would allow over-reaction to

past news as well:

Eθ
t (xt+1) = Et xt+1 + θ

∑
s≥1

αs [Et+1−s xt+1 − Et−s xt+1] . (A.16)

Under the most plausible specification of α’s capturing recency effects (α1 > α2 > . . .)

the coefficients βk for k > 1 would be non-zero but all positive, thus contradicting the

empirical reversal.

D Interest Rate Differentials

Here, we estimate the general representation of the interest rate process in (10)-(11)

on the actual interest rate data. We find strong evidence that for all the countries

that the actual interest rate data is best described by the simple AR(1) process in (9),

which arises as a special case of (10)-(11) when σ2
ν = 0.

We estimate a generalized version of (10)-(11) that allows for a constant term:

xt = µ+ zt + νt, νt ∼ N (0, σ2
ν), (A.17)

zt = ρzt−1 + εt, εt ∼ N (0, σ2
ε). (A.18)

In the special case of σ2
ν = 0, the above system collapses to the special case of an AR(1)

process. The system (A.17)-(A.18) can be interpreted as a state-space representation,

whose parameters θ = {µ, ρ, σ2
ε , σ

2
ν} can be estimated via Maximum Likelihood.

We estimate the system using end-of-the-quarter observations on the 3-month Euro-

market rates for Canada, Germany, Japan, Switzerland, and United Kingdom against

the the 3-month Euro-dollar interest rate. Our sample period ranges from 1986:M8 to

2007:M12.42 The results from the estimation are reported in Table A.1.

42We choose a quarterly frequency for coherence with Section 4, which uses the data on interest rate
expectations at the shortest forecast horizon available, i.e., 3-months. Nevertheless, in both sections
we use all the of information available in the monthly data by using all three quarterly time series that
can be constructed for each country from monthly data: the ones constructed from the first, second,
and third month of each quarter, respectively.
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Table A.1: ML estimates of the state-space system on interest rates data

Canada Germany UK Japan Switzerland

µ -0.007 0.006 -0.022 0.028 0.018
(0.008) (0.008) (0.005) (0.007) (0.005)

ρ 0.918 0.963 0.922 0.959 0.952
(0.006) (0.013) (0.012) (0.014) (0.017)

100σε 0.596 0.554 0.696 0.566 0.624
(0.053) (0.025) (0.044) (0.025) (0.027)

100σν 0.110 0.000 0.082 0.000 0.000
(0.136) (0.037) (0.173) (0.043) (0.051)

σν = 0 (p-value) 0.686 1.000 0.820 1.000 1.000

The table shows that the interest rate differential is a very persistent process for

all the economies considered, with the estimates of ρ ranging from 0.918 (Canada) to

0.963 (Germany). The table also shows that in all cases the null hypothesis of σν = 0

cannot be rejected at any significance level for any country. These findings are in line

with the existing literature (e.g, Gourinchas and Tornell (2004); Ilut (2012)) and lend

support to the assumption we made in the model that the true interest rate differential

is best characterized as a very persistent autoregressive process.

E Derivations of GE Model

E.1 Households’ Optimality Conditions

The households’ maximization problem yields the following optimality conditions:

Cσ
t L

ϕ
t =

Wt

Pt
, (A.19)

1 ≥ Et [Θt,t+1] +
D−ιt
C−σt

, (A.20)

1 ≥ Et [Θt,t+1Rt] + η
D−ιt
C−σt

, (A.21)

1 = Et [Θt,t+1R
m
t ] , (A.22)

1 = Et
[
Θt,t+1R

m∗
t

St+1

St

]
− δ

(
StB

m∗
H,t+1

Pt
− bm∗

)
. (A.23)

where we have defined the nominal stochastic discount factor of the home household

as: Θt,t+s = β ζt+s
ζt

(
Ct+s
Ct

)−σ
Pt
Pt+s

.
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E.2 Steady State

In this sections, we derive the log-linear UIP condition of the model in Section 4. We

start by characterizing the steady state of the model. We consider the symmetric steady

state of the model where A = A∗ = ζ = ζ∗ = 1 and Bm
H = Bm

F = Bm∗
H = Bm∗

F = 0.

In the symmetric steady state, exchange rates and the terms of trade are equal to

1: S = Q = T = 1. We normalize prices such that PH = P ∗F = 1, which imply

Pt = P ∗t = 1. Evaluating aggregate demand at the steady state we obtain:

YH = (1− γ)C + γC∗t ,

YF = γC + (1− γ)C∗t ,

which imply YH = YF = Ct = C∗t . The marginal cost in steady state is given by
W
P

1
A

= ν−1
ν

. Combining these expressions with the labor supply condition we obtain:

χY σ+ψ
H =

ν − 1

ν
.

We set χ = ν−1
ν

so that YH = L = 1. By symmetry YF = L∗ = 1. Next, we evaluate

the intertemporal conditions for the household:

1 ≥ β +D−ι, (A.24)

1 ≥ βR + ηD−ι, (A.25)

1 = βRm, (A.26)

1 = βRm∗, (A.27)

where we have used the fact that Θ = β/Π and Π = 1. We consider a steady state with

a positive supply of government bonds financed by lump-sum taxes so that B
P

= b > 0.

Market-clearing condition requires bH = b > 0, which implies that condition (A.25)

holds with equality. Substituting the definition of D in that equation we obtain:

1 = βR + η(m− ηb)−ι (A.28)

where m = MH,t/P and where we have imposed the market clearing condition in

the market for home money. This equation makes clear that the monetary authority

controls the interest rate by choosing the money supply or by engaging in open-market
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operations of government bonds in exchange for money (given that η < 1). It remains

to verify that the constraint M = m > 0 which is true if and only if (A.24) holds with

equality. We proceed by guessing that the latter is true and verify that indeed m > 0:

1 = β + (m− ηb)−ι =⇒ m = ηb+ (1− β)−ι > 0.

A similar argument applies to the foreign equivalent of (A.24)-(A.25). When we solve

the dynamic model using a first-order approximation around this steady state, we as-

sume that shocks are sufficiently small that these conditions keep holding with equality.

E.3 Derivation of UIP Condition in GE Model

In this section, we derive the log-linear UIP condition of the model in Section 4. The

home household’s relevant optimality conditions are equations (A.20)-(A.23), and the

foreign household’s counterparts are:

1 = Et
[
Θ∗t,t+1

]
+

(D∗t )
−ι

C∗−σt

, (A.29)

1 = Et
[
Θ∗t,t+1R

∗
t

]
+ η

(D∗t )
−ι

C∗−σt

, (A.30)

1 = Et
[
Θ∗t,t+1R

m∗
t

]
, (A.31)

1 = Et
[
Θ∗t,t+1R

m
t

St
St+1

]
− δ

(
Bm
F,t+1

StP ∗t
− bm

)
. (A.32)

where we have defined Θt+1 = β
ζ∗t+1

ζ∗t

(
C∗
t+1

C∗
t

)−σ
P ∗
t

P ∗
t+1

. An implication of the no-arbitrage

conditions (A.22), (A.23), (A.31), (A.32) is that an increase in real foreign asset holding

by the home country should be compensated by a decrease in the foreign country:

δ

(
StB

m∗
H,t+1

Pt
− bm∗

)
= −δ

(
Bm
F,t+1

StP ∗t
− bm

)
.

Now define D̃t =
D−ι
t

C−σ
t

and D̃∗t =
D∗
t
−ι

C∗
t
−σ . The log-linear version of equations (A.20)-(A.23)

and (A.29)-(A.32) read:
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0 = Et θt+1 +
1− β
β

(d̃t), (A.33)

0 = Et θt+1 + rt +
(1− β)η

1− (1− β)η
(d̃t), (A.34)

0 = Et θt+1 + rmt , (A.35)

0 = Et θt+1 + rm∗t + Et ∆st+1 − δ(bm∗t ), (A.36)

0 = Et θ
∗
t+1 +

1− β
β

(d̃∗t ), (A.37)

0 = Et θ
∗
t+1 + r∗t +

(1− β)η

1− (1− β)η
(d̃∗t ), (A.38)

0 = Et θ
∗
t+1 + rm∗t , (A.39)

0 = Et θ
∗
t+1 + rmt − Et ∆st+1 − δ(bmt ). (A.40)

where we have defined bmt =
BmF,t+1

StP ∗
t

and bm∗t =
StBm∗

H,t+1

Pt
. Combine equations (A.33)-

(A.34) (and the analogous foreign economy equations (A.37)-(A.38)) to obtain:

0 = Et θt+1 + rt + αrt, (A.41)

0 = Et θ
∗
t+1 + r∗t + αr∗t , (A.42)

where α = β η
1−η > 0. Combine equations (A.35)-(A.36) (or the analogous foreign

economy equations (A.39)-(A.40)) to obtain:

Et ∆st+1 − (rmt − rmt
∗) = δbmt . (A.43)

One can use equations (A.35), (A.39), (A.41), (A.42), and (A.43) to show that:

Et ∆st+1 − (rt − r∗t ) = α(rt − r∗t ) + δbmt ,

which is equation (32) in the text.

E.4 Interest Rate Dynamics Under the PM/AF Regime

In this section, we show that an upward revision of today’s interest rate is systematically

associated with a downward revision of the cumulative path of interest rates when tax
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revenues are constant in a PM/AF regime.

Consider the log-linear version of a special case of the government budget constraint

(28) that obtains when Tt = 0 for all t:

R−1(bH,t+1 − rt) = bH,t − πt

Solving this budget constraint forward and applying the No-Ponzi-Game Condition,

limk→∞R
−kbH,t+k = 0, we obtain:

bH,t = (1−R−1)
∞∑
k=0

R−kπt+k =
1− φπR−1

φπ

∞∑
k=0

R−krt+k, (A.44)

where we used rt = φππt, ∀t. Equation (A.44) implies that the path of nominal interest

rates needs to be consistent with the current stock of debt at every point in time. In

particular, the discounted sum of nominal interest rates has to be proportional to the

current stock of debt to ensure that government debt is solvent. In addition, equation

(A.44) places restrictions on the properties of agents’ revisions of the interest rate path.

That is:

Et bH,t − Et−1 bH,t =
1− φπR−1

φπ

∞∑
k=0

R−k (Et rt+k − Et−1 rt+k) , (A.45)

implying that any revision of the interest rate path must satisfy the government budget

constraint. Note that, because bH,t is known at t − 1, Et bH,t − Et−1 bH,t = 0, ∀t, and

equation (A.45) becomes:

∞∑
k=0

R−k (Et rt+k − Et−1 rt+k) = 0. (A.46)

Thus, the government budget constraint implies that the discounted sum of interest rate

revisions is always equal to zero. In other words, any revision in today’s interest rate

must be associated with a revision of future interest rates that leaves the discounted

sum unchanged. If we allow the path of interest rate revisions to change sign at

most once, an upward revision in today’s interest rate requires a downward revision

of interest rates from t + k̂ onward so that the discounted sum of interest rates is

unchanged, where k̂ is the time of the switch in sign. In addition, because equation

(A.46) features discounting, revisions of future interest rates must be larger, in absolute

value, than revisions of current interest rates. It follows that an upward revision in
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today’s interest rate implies a downward revision of the undiscounted sum of interest

rates. As a result:

Cov

(
Et rt − Et−1 rt,

∞∑
k=0

(Et rt+k − Et−1 rt+k)

)
< 0. (A.47)

This covariance naturally applies also to interest rate differentials, and it has the

opposite sign relative to the baseline AM/PF regime (where interest rates feature

monotonic responses). Because exchange rate changes reflect, at least in part, revisions

of the undiscounted sum of interest rate differentials (see eq. (15)) understanding

dynamic properties of this object is important for exchange rate dynamics. As we argue

in Section 4.3, the result in equation (A.47) implies that systematic under-reaction to

interest rate increases generates short-run depreciations of exchange rates in excess of

UIP.

E.5 Solution Method

In this section, we describe how to solve a dynamic general equilibrium linear model

with distorted beliefs. The part of the solution that involves solving a rational expec-

tations model under incomplete information draws on Blanchard et al. (2013). The

part of the solution that deals with the belief distortions is our own algorithm.

The solution proceeds in two steps. First, we write down the representation of the

model perceived by the agents. Crucially, because agents expectations are rational

conditional on their beliefs about the model, we can solve for agents expectations us-

ing standard techniques. In a second step, we link agents’ expectation errors to the

true structural shocks. Because agents have an incorrect perception of the exogenous

processes, agents expectation errors will turn out to be autocorrelated. These autocor-

related expectation errors are the source of systematic, and thus predictable, mistakes

that agents make in the model.

Recall that the exogenous processes xt ∈ {logAt, logA∗t , log ζt, log ζ∗t } are perceived

to follow:

xt = zxt + νxt , νxt ∼ N (0, σ̃2
ν,x),

zxt = ρ̃zxt−1 + εxt , εxt ,∼ N (0, σ2
x).

Agents observe xt but do not observe separately zxt and νxt . The unobserved state
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zt = (zAt , z
A∗
t , zζt , z

ζ∗

t )′ follows the process:

zt = Ãzt−1 + Bεt, (A.48)

where εt = (εAt , ε
A∗
t , εζt , ε

ζ∗

t )′, the matrix A = ρ̃I4, and the vector B = (1, 1, 1, 1)′. The

representative agents observes the vector st = (xAt , x
A∗
t , xζt , x

ζ∗

t )′:

st = Czt + Dνt, (A.49)

where the vector νt = (νAt , ν
A∗
t , νζt , ν

ζ∗

t )′, the matrix C = I4, and the vector D =

(1, 1, 1, 1)′. Let yt denote the vector of endogenous variables, which includes endoge-

nous states. The equilibrium condition of the model can be described by the following

difference equation:

F Et[yt] + Gyt + Hyt−1 + Mst + N Et[st+1],

where F,G,H,M,N are matrices of parameters. Notice that the unobservable exoge-

nous state zt only enters the equilibrium through the observable vector st, reflecting

the assumption that the information set of the representative agent is given only by

past and current values of st and of the endogenous state yt . Suppose there is a unique

stable solution of the model that takes the form:

yt = Pyt−1 + Qst + Rxt|t, (A.50)

where xt|t denotes agents expectations E[xt|st, st−1, . . .]. The matrices P,Q,R can be

found by solving the following matrix equations:

FP2+GP + H = 0,

(FP + G)Q + M = 0,

(FP + G)R + [F(QC + R) + NC]A = 0.

The matrix P can be solved for using the technique described in Uhlig et al. (1995).

The solution of the other two matrices Q and R is straightforward as they enter the

system linearly.

We can now use the Kalman filter to describe the evolution of agents’ expectations
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as

xt|t = Ãxt−1|t−1 + K(st − st|t−1) (A.51)

where K = κI4 is the matrix of Kalman gains associated with the signal extraction

problem in (A.48)-(A.49). Recall that the true exogenous processes follow AR(1) pro-

cesses with true persistence parameter ρ so they can be written compactly as:

xt = Axt−1 + Bεt,

where A = ρI4. The last step of the solution involves mapping the signal vector st

and the signal forecast errors st − st|t−1 to the true exogenous processes and structural

shocks:

st = xt = Axt−1 + Bεt (A.52)

st − st|t−1 = Φ1(st−1 − st−1|t−2) + Φ2(st−2 − st−2|t−3) + Bεt − ρ̃Bεt−1 (A.53)

where we have defined Φ1 = ((1− κ)ρ̃+ ρ)I4, Φ2 = −(1− κ)ρ̃ρI4. The evolution of the

signal forecast error in (A.53) follows directly from the proof of Proposition 6.

To summarize the solution of the model, we first solve for the expectations of the

agents under the perceived model and obtain (A.50), which is the the law of motion of

the endogenous variables in terms of the agents’ signals, st and the agents’ current belief

of the state, xt|t. Then, we express st and xt|t in terms of the true structural shocks

using the true mapping (A.52)-(A.53) and the Kalman filter equation (A.51). Because

(A.50) is the rational expectations solution conditional on the perceived model, the

policy rules in (A.50) reflect agents’ beliefs that the innovations in their signals are

i.i.d.. Nevertheless, by then plugging in (A.53) it becomes evident that these signals’

innovations are truly autocorrelated, reflecting the systematic mistakes that agents

make under distorted beliefs.

F Additional Tables and Figures
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Table A.2: Exchange Rate Related Moments under Rational Expectations

Data Model Data Model

Moments α = 0 α = 0.15 Moments α = 0 α = 0.15

A. Exchange Rates and Macro Variables B. Excess Returns Predictability

ρ(∆st) 0.16 0.14 0.15 β1 -1.23 0 0.15
(0.08) (0.08) (0.10)

σ(∆st)/σ(∆yt) 6.26 4.95 4.94 βs1 -1.74 0 0
(0.22) (0.29)

ρ(qt) 0.95 0.91 0.91 βξ1 -0.46 0 -0.15
(0.03) (0.03) (0.00)

ρ(∆qt,∆st) 0.99 0.99 0.99 Fama R2 0.02 0 0.01
(0.00) (0.00) (0.00)

ρ(∆qt,∆(ct − c?t )) -0.17 -0.02 -0.03
∑

k β
q
k > 0 0 > 0

(0.07) (0.09)

σ(rt − r?t )/σ(∆st) 0.12 0.36 0.29
(0.06) (0.05)

ρ(rt − r?t ) 0.77 0.91 0.88 C. Stavrakeva-Tang Regressions
(0.06) (0.04)

ρ(∆ct,∆c
?
t ) 0.18 0.13 0.14 βST 0.17 0 0

(0.09) (0.08)

Notes: For the model, each entry is the median value of moments across 10,000 simulations of 120
quarters. We report the moments for both the baseline model and for a specification without time-
varying liquidity services (α = 0). Standard deviations across simulations are reported in parentheses.

Figure A.1: UIP Regression Results (1990:M1-2019:M7)

(a) (b)

Notes: Panel (A.1a) reports the panel estimates of βk and βsk in equations (3) and (7), respectively,
along with their 95% confidence interval. Panel (A.1b) reports the country-by-country estimates of
βsk, along with the panel counterpart. Each horizon is a quarter.
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Figure A.2: UIP Regression Results (1990:M1-2007:M12), FX4Casts

(a) (b)

Notes: Panel (1a) reports the panel estimates of βk and βsk in equations (3) and (7), respectively,
along with their 95% confidence interval. Panel (1b) reports the country-by-country estimates of βsk,
along with the panel counterpart. Each horizon is a quarter.

Figure A.3: IRFs of the Forecast Errors in the Interest Rate Differentials (1986:M8-
2020:M6)

Notes: The figure reports the empirical impulse response of the one-quarter ahead forecast error in
the interest rate differential to an innovation in the interest rate differential (see Eq. (22)). Each
horizon is a quarter.
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