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METRICALLY REGULAR DIFFERENTIAL GENERALIZED EQUATIONS∗1

R. CIBULKA† , A. L. DONTCHEV‡ , M. I. KRASTANOV§ , AND V. M. VELIOV¶2

Abstract. In this paper we consider a control system coupled with a generalized equation, which we call Differential3
Generalized Equation (DGE). This model covers a large territory in control and optimization, such as differential variational4
inequalities, control systems with constraints, as well as necessary optimality conditions in optimal control. We study metric5
regularity and strong metric regularity of mappings associated with DGE by focusing in particular on the interplay between the6
pointwise versions of these properties and their infinite-dimensional counterparts. Metric regularity of a control system subject7
to inequality state-control constraints is characterized. A sufficient condition for local controllability of a nonlinear system is8
obtained via metric regularity. Sufficient conditions for strong metric regularity in function spaces are presented in terms of9
uniform pointwise strong metric regularity. A characterization of the Lipschitz continuity of the control part of the solution10
mapping as a function of time is established. Finally, a path-following procedure for a discretized DGE is proposed for which11
an error estimate is derived.12

13
Key Words. variational inequality, control system, optimal control, metric regularity, strong metric regularity,14
discrete approximation, path-following.15

16
AMS Subject Classification (2010): 49K40, 49J40, 49J53, 49m25, 90C31.17

1. Introduction. In the paper we consider the following problem: given a positive real T , find a18

Lipschitz continuous function x acting from [0, T ] to Rm and a measurable and essentially bounded function19

u acting from [0, T ] to Rn such that20

ẋ(t) = g(x(t), u(t)),(1)21

f(x(t), x(0), x(T ), u(t)) + F (u(t)) 3 0(2)22

for almost every (a.e.) t ∈ [0, T ], where ẋ is the derivative of x with respect to t, g : Rm × Rn → Rm and23

f : Rm×Rm×Rm×Rn → Rd are functions, and F : Rn →→ Rd is a set-valued mapping. We assume throughout24

that the functions g and f are twice continuously differentiable everywhere (this assumption could be relaxed25

in most of the statements in the paper but we keep it as a standing assumption for simplicity). In analogy26

with the terminology used in control theory, we call the variable x(t) state and the variable u(t) control value.27

The independent variable t is thought of as time which varies in a finite time interval [0, T ] for a fixed T > 0.28

A function t 7→ u(t) is said to be control and a solution t 7→ x(t) of (1) for some control u is said to be state29

trajectory. At this point we will not make any assumptions for the mapping F . A complete description of30

the problem should also include the function spaces where the functions x and u reside; we will choose such31

spaces a bit later.32

The model (1)–(2) can be extended to a greater generality by, e.g., adding a set-valued mapping to the33

right side of (1), making F depend on x(t) etc., but even in the present form it already covers a broad34

spectrum of problems. When f =

(
−x(0)
h(x, u)

)
and F ≡

(
x0

−W

)
, where x0 ∈ Rm is a fixed initial point35
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2 R. CIBULKA, A. L. DONTCHEV, M. I. KRASTANOV , AND V. M. VELIOV

and W is a closed set in Rd−m, (1)–(2) describes a control system with pointwise state-control constraints:36

(3)

{
ẋ(t) = g(x(t), u(t)), x(0) = x0,
h(x(t), u(t)) ∈W for a.e. t ∈ [0, T ].

37

Showing the existence of solutions of this problem is known as solving the problem of feasibility. There38

are various extensions of problem (3) involving, e.g., inequality constraints, pure state constrains, mixed39

constraints, etc. In Section 2 we will have a closer look at this problem for the case when W = Rd−m+ =40

{v ∈ Rd−m
∣∣ vi ≥ 0, i = 1, . . . , d−m}.41

When f(x, x(0), x(T ), u) =

 −x(0)
−x(T )
−u

 and F ≡

 x0

xT
U

, where U is a closed set in Rn and xT ∈ Rm42

with 2m+ n = d, (1)–(2) describes a constrained control system with fixed initial and final states:43

(4)

{
ẋ(t) = g(x(t), u(t)), u(t) ∈ U for a.e. t ∈ [0, T ],
x(0) = x0, x(T ) = xT .

44

The system (4) is said to be controllable at the point xT for time T when there exists a neighborhood W of45

xT such that for each point y ∈ W there exists a feasible control such that the corresponding state trajectory46

starting from x0 at time t = 0 reaches the target y at time t = T . In Section 2 we obtain a necessary and47

sufficient condition for controllability of system (4).48

Recall that, given a closed convex set Ω in a linear normed space X, the normal cone mapping acting
from X to its topological dual X∗ is

NΩ(x) =

{
{y ∈ X∗ | 〈y, v − x〉 ≤ 0 for all v ∈ Ω} if x ∈ Ω,
∅ otherwise,

where 〈·, ·〉 is the duality pairing. In the particular case when X is the n-dimensional euclidean space Rn, in49

problem (1)–(2) we have F = NΩ (in which case d = n) and f is independent of x(t), x(0) and x(T ), then50

the inclusion (2) separates from (1) and the dependence on t becomes superfluous; then (2) reduces to a51

finite-dimensional variational inequality:52

(5) f(u) +NΩ(u) 3 0.53

More generally, for

f =

(
−x(0)
h(x, u)

)
and F (u) =

(
x0

NΩ(u)

)
,

system (1)–(2) takes the form of a Differential Variational Inequality (DVI), a name apparently coined in54

[2] and used there for a differential inclusion with a special structure. The importance of DVIs as a general55

model in optimization is broadly discussed in [23].56

When F is the zero mapping, system (1)–(2) becomes a Differential Algebraic Equation (DAE). An57

important class of DAEs are those of index one in which the algebraic equation determines the variable u58

as a function of x and then, after substitution in the differential equation, the DAE reduces to an initial59

value problem. In this paper we will not discuss DAEs. We only mention that the property of strong metric60

regularity which we study in Section 3 of the paper, is closely related to the index one property.61

Another particular case of (1)–(2) comes from the first-order optimality conditions in optimal control,62

e.g., for the following optimal control problem involving an integral functional, a nonlinear state equation,63

and control constraints:64

(6)
minimize

[
ϕ(y(T )) +

∫ T
0
L(y(t), u(t))dt

]
subject to
ẏ(t) = g(y(t), u(t)), y(0) = y0, u(t) ∈ U for a.e. t ∈ [0, T ].

65

Here, as in the model (1)–(2), the control u is essentially bounded and measurable with values in the66

closed and convex set U , the state trajectory y is Lipschitz continuous, and the functions ϕ,L and g are67

twice continuously differentiable everywhere. Under mild assumptions a first-order necessary condition for a68
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METRICALLY REGULAR DIFFERENTIAL GENERALIZED EQUATIONS 3

weak minimum for problem (6) (Pontryagin’s maximum principle) is described in terms of the Hamiltonian69

H(y, p, u) = L(y, u) + pT g(y, u) as a Hamiltonian system coupled with a variational inequality:70

(7)

 ẏ(t) = DpH(y(t), p(t), u(t)), y(0) = y0,
ṗ(t) = −DyH(y(t), p(t), u(t)), p(T ) = −Dϕ(y(T )),
0 ∈ DuH(y(t), p(t), u(t)) +NU (u(t)),

71

where the function p with values p(t) ∈ Rm, t ∈ [0, T ], is the so-called adjoint variable. To translate (7) into
the form (1)–(2), set x = (y, p),

f(x, x(0), x(T ), u) =

 −y(0)
p(T ) +Dϕ(y(T ))
DuH(y, p, u)

 and F (u) =

 y0

0
NU (u)

 .

We consider in more detail this problem in Section 4.72

In the model (1)–(2) we assume that the controls are in L∞([0, T ],Rn), the space of essentially bounded73

and measurable functions on [0, T ] with values in Rn. The state trajectories belong to W 1,∞([0, T ],Rm), the74

space of Lipschitz continuous functions on [0, T ] with values in Rm. When the initial state is zero, x(0) = 0,75

then it is convenient to use the space W 1,∞
0 ([0, T ],Rm) = {x ∈ W 1,∞([0, T ],Rm) | x(0) = 0}. In this paper76

we also employ the space C([0, T ],Rn) of continuous functions on [0, T ] equipped with the usual supremum77

(Chebyshev) norm. We use the notation ‖ · ‖ for the standard euclidean norm, ‖ · ‖∞ for the L∞ norm and78

‖ · ‖C for the supremum norm. Also, C1([0, T ],Rn) is the space of continuously differentiable functions on79

[0, T ] equipped with the norm ‖x‖C1 = ‖ẋ‖C + ‖x‖C . In the sequel we often use the shorthand notation L∞80

instead of L∞([0, T ],Rn), etc.81

In a seminal paper [25] S. M. Robinson called the variational inequality (5) a generalized equation, but82

in subsequent publications this name has been attached to the more general inclusion83

(8) f(u) + F (u) 3 0,84

where F is not necessarily a normal cone mapping. The generalized equation (8) turned out to be particularly85

useful for various models in optimization and control. More importantly, quite a few results originally stated86

for variational inequalities, including the celebrated Robinson’s implicit function theorem [25], a particular87

case of which we present below as Theorem 3, remain valid in the case when the normal cone mapping NΩ88

in (5) is replaced by a general set-valued mapping.89

By analogy with the name “differential variational inequality” used in [23] for a system of a differential
equation coupled with a variational inequality, we call the model (1)–(2) a Differential Generalized Equation
(DGE). Note that the DGE (1)–(2) can be written as a generalized equation in function spaces. Indeed,
denoting z = (x, u) ∈W 1,∞ × L∞ and

e(z) =

(
ẋ− g(x, u)
f(x, x(0), x(T ), u)

)
, E(z) =

(
0
F (u)

)
,

we can rewrite (1)–(2) as a generalized equation of the form90

(9) e(z) + E(z) 3 0.91

Suppose that (1)–(2) is a differential variational inequality, i.e., F = NU for a closed and convex set
U ⊂ Rn. Then, in order to obtain a variational inequality in function spaces, say for (x, u) ∈ W 1,∞ × L∞,
the function t 7→ f(x(t), x(0), x(T ), u(t)) should be an element of the dual to L∞. The problem can be easily
resolved if we introduce the mapping

L∞ 3 u 7→ F (u) = {w ∈ L∞ | w(t) ∈ NU (u(t)) for a.e. t ∈ [0, T ]};

then (9) becomes a generalized equation stated in function spaces which may not be a variational inequality.92

The name “differential variational inequalities” has been used, along with other names such as evolu-93

tionary variational inequalities, projected dynamical systems, sweeping processes, to describe various kinds94

of differential inclusions, see [4] for a comparison of these models. There is a bulk of literature dealing95
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4 R. CIBULKA, A. L. DONTCHEV, M. I. KRASTANOV , AND V. M. VELIOV

with DVIs along the lines of the basic theory of differential equations studying existence and uniqueness96

of a solution, asymptotic behavior, stability properties, etc., see the recent papers [14], [18], [19], [22], the97

monograph [28], and the references therein. In this paper we introduce the new model (1)–(2) which is more98

general than DVIs and covers in particular optimal control problems. Our specific goal is to study regularity99

properties of mappings appearing in its description.100

We use standard notations and terminology, mostly from the book [6]. In the paper X and Y are101

Banach spaces with norms ‖ · ‖ unless stated otherwise. The distance from a point x to a set A is d(x,A) =102

infy∈A ‖x− y‖. The closed ball centered at x with radius r is denoted by IBr(x), the closed unit ball is IB.103

The interior, the closure, and the convex hull of a set A is denoted by intA, clA, and coA, respectively. A104

(generally set-valued) mapping F : X →→ Y is associated with its graph gphF =
{

(x, y) ∈ X×Y
∣∣ y ∈ F(x)

}
,105

its domain domF =
{
x ∈ X

∣∣ F(x) 6= ∅
}

and its range rgeF =
{
y ∈ Y

∣∣ ∃x ∈ X with y ∈ F(x)
}

. The106

inverse of F is defined as y 7→ F−1(y) =
{
x ∈ X

∣∣ y ∈ F(x)
}

. The space of all linear bounded (single-107

valued) mappings acting from X to Y equipped with the standard operator norm is denoted by L(X,Y ).108

The Fréchet derivative of a function h : X → Y at x̄ ∈ X is denoted by Dh(x̄); the partial Fréchet derivatives109

with respect to x and u of h : X×U → Y at a point (x̄, ū) ∈ X×U are denoted by Dxh(x̄, ū) and Duh(x̄, ū),110

respectively.111

We consider two regularity properties of mappings appearing in the model (1)–(2): metric regularity
and strong metric regularity. In classical analysis, the term regularity of a differentiable function at a certain
point means that the derivative at that point is onto (surjective). For set-valued and nonsmooth mappings,
the meaning of regularity becomes much more intricate. A mapping F : X →→ Y is said to be metrically
regular at x̄ for ȳ when ȳ ∈ F(x̄), gphF is locally closed at (x̄, ȳ), meaning that there exists a neighborhood
W of (x̄, ȳ) such that the set gphF ∩ W is closed in W , and there is a constant τ ≥ 0 together with
neighborhoods U of x̄ and V of ȳ such that

d
(
x,F−1(y)

)
≤ τd

(
y,F(x)

)
for every (x, y) ∈ U × V.

Note that from this definition it follows that F−1(y) 6= ∅ for y close to ȳ. More precisely, for every neighbor-112

hood U of x̄ there exists a neighborhood V of ȳ such that F−1(y) ∩ U 6= ∅ for all y ∈ V , see [6, Proposition113

3E.1 and Theorem 3E.7].114

Metric regularity has emerged in 1980s as a central concept in variational analysis, optimization and115

control, but is present already in the Banach open mapping principle. It has been first used by Lyusternik116

[20] as a constraint qualification for abstract minimization problems, and later by Graves [13] to extend the117

Banach open mapping to nonlinear functions. In nonlinear programming, metric regularity appears as the118

Mangasarian-Fromovitz constraint qualification, and in control it is linked to controllabilty (see Section 2),119

but not only. More importantly, metric regularity plays a major role in studying the effects of perturbations120

and approximations in variational problems with constraints, where the solution is typically not differentiable121

with respect to parameters. The literature related to metric regularity has grown enormously in the last two122

decades, including several monographs, e.g. [26], [17], [11], [6], and the recent book [15].123

We recall two basic results about metric regularity that will be used further on. The first is the (extended)124

Lyusternik-Graves theorem, which we present here in a simplified form (for a more general version, see [6,125

Theorem 5E.6]):126

Theorem 1. Let h : X → Y with x̄ ∈ int domh be continuously Fréchet differentiable around x̄ and127

let F : X →→ Y be a set-valued mapping with a closed graph and with ȳ ∈ F(x̄). Then the mapping h + F128

is metrically regular at x̄ for h(x̄) + ȳ if and only if the linearization x 7→ h(x̄) + Dh(x̄)(x − x̄) + F(x) is129

metrically regular at x̄ for h(x̄) + ȳ.130

The second result is the Robinson–Ursescu theorem stated, e.g., in [6, Theorem 5B.4].131

Theorem 2. A set-valued mapping F : X →→ Y with a closed convex graph and with ȳ ∈ F(x̄) is132

metrically regular at x̄ for ȳ if and only if ȳ ∈ int rgeF .133

The second property we consider here is the strong metric regularity, a property which basically appears134

already in the standard inverse function theorem. A mapping F : X →→ Y is said to be strongly metrically135

regular at x̄ for ȳ if (x̄, ȳ) ∈ gphF and the inverse F−1 has a Lipschitz continuous single-valued graphical136

localization around ȳ for x̄, meaning that there are neighborhoods U of x̄ and V of ȳ such that the mapping137

V 3 y 7→ F−1(y) ∩ U is single-valued and Lipschitz continuous on U . It turns out that a mapping F is138
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METRICALLY REGULAR DIFFERENTIAL GENERALIZED EQUATIONS 5

strongly metrically regular at x̄ for ȳ if and only if it is metrically regular at x̄ for ȳ and the inverse F−1139

has a graphical localization around ȳ for x̄ which is nowhere multivalued, see [6, Proposition 3G.1].140

Strong metric regularity has been extensively studied for mappings in nonlinear programming. In his141

groundbreaking paper [25], Robinson proved that the combination of the strong second-order sufficient142

optimality condition and the linear independence of the active constraints is a sufficient condition for strong143

metric regularity of the Karush-Kuhn-Tucker mapping at a critical point paired with an associate Lagrange144

multiplier. This result was later sharpened to show that if the critical point is a minimizer, then this145

combination becomes also necessary. In the more general context of variational inequalities over polyhedral146

convex sets, a necessary and sufficient condition for strong metric regularity has been also found, the so-called147

critical face condition. The strong metric regularity, together with a broad range of applications is covered148

in [6, Section 4.8]. It should be noted that strong regularity has an important role in numerical optimization;149

in particular, it implies superlinear or even quadratic convergence, depending on the smoothness of the data,150

of the most popular Sequential Quadratic Programming (SQP) method, see [6, Section 6c].151

A basic result about the strong metric regularity is Robinson’s inverse function theorem which we give152

here in the form symmetric to the Lyusternik-Graves theorem, with an important exception: the mapping153

F is not required to be with closed graph (for a more general statement, see [6, Theorems 5F.5]):154

Theorem 3. Let h : X → Y with x̄ ∈ int domh be continuously Fréchet differentiable around x̄ and let155

F : X →→ Y be a set-valued mapping with ȳ ∈ F(x̄). Then the mapping h+F is strongly metrically regular at156

x̄ for h(x̄) + ȳ if and only if the linearization x 7→ h(x̄) +Dh(x̄)(x− x̄) +F(x) is strongly metrically regular157

at x̄ for h(x̄) + ȳ.158

Going back to the DGE model (1)–(2), observe that it consists of two relations of different nature.159

The first is a control system (1) described by an ordinary differential equation which is a relation in infinite-160

dimensional spaces of functions, in our case in L∞ for the control and W 1,∞ for the state. Since we can easily161

differentiate in these spaces, we can apply both the Lyusternik-Graves and Robinson theorems reducing the162

analysis to that of a linear system. The generalized equation (2) is defined for each t ∈ [0, T ] — so if we fix163

t, we could apply the available conditions ensuring (strong) metric regularity in finite dimensions. Metric164

regularity appears in (2) pointwisely, but does it imply metric regularity in the infinite-dimensional spaces165

where the solutions of DGEs live? It is the primary goal of this paper to study in depth the interplay between166

metric regularity properties of the mapping associated with the DGE defined pointwisely (in time) in finite167

dimensions and also in function spaces. To the best of our knowledge, this is a first study of such kind. It168

also covers DVIs and in particular parameterized variational inequalities as special cases.169

A summary of the main results of the paper follows. In Section 2 we present necessary and sufficient170

conditions for metric regularity of the mapping appearing in (1)–(2). We also consider a mapping associated171

with a control system subject to inequality state-control constraints for which we present a necessary and172

sufficient condition for metric regularity. The analysis is then extended to an associated controllability173

problem for which a sufficient condition for controllability is established.174

Strong metric regularity for the mapping defining the DGE (1)–(2) is considered in Section 3 for the175

case when the initial state x(0) is fixed and the final state x(T ) is free. In a central result in this section we176

establish a sufficient condition for strong metric regularity in function spaces in terms of pointwise in time177

strong metric regularity of the mapping associated with the generalized equation (2). As a side result, for178

an optimal control problem with control constraints we obtain a characterization of the property that the179

optimal control is Lipschitz continuous as a function of time. In the final Section 5 we present an application180

of the theoretical analysis to numerically solving DGEs. Namely, we propose a path-following procedure for181

a discretized DGE for which we derive an error estimate. A simple numerical example illustrates the result.182

In each section we present a discussion of results obtained and relate them to the existing literature.183

2. Metric Regularity. In this section we consider the DGE184

ẋ(t) = g(x(t), u(t)), x(0) = x0,(10)185

f(x(t), u(t)) + F (u(t)) 3 0 for a.e. t ∈ [0, T ],(11)186

where, as for (1)–(2), x ∈ W 1,∞([0, T ],Rm) and u ∈ L∞([0, T ],Rn), f and g are twice smooth and F is a187

set-valued mapping. We study the property of metric regularity of the following mapping associated with188

(10)–(11) defined as acting from W 1,∞ × L∞ to the subsets of L∞ × Rm × L∞ (we use here the shorthand189
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6 R. CIBULKA, A. L. DONTCHEV, M. I. KRASTANOV , AND V. M. VELIOV

notation for the spaces remembering that the values of the functions in L∞ belong to Euclidean spaces with190

different dimensions):191

(12) (x, u) 7→M(x, u) :=

 ẋ− g(x, u)
−x(0)
f(x, u)

+

 0
x0

F (u)

 .192

Given a reference solution (x̄, ū) of (10)–(11), define ḡ(t) = g(x̄(t), ū(t)), f̄(t) = f(x̄(t), ū(t)), A(t) =
Dxg(x̄(t), ū(t)), B(t) = Dug(x̄(t), ū(t)), H(t) = Dxf(x̄(t), ū(t)), E(t) = Duf(x̄(t), ū(t)). The assumptions
on the functions g and f allow us to differentiate in W 1,∞ × L∞ obtaining the mapping

W 1,∞ × L∞ 3 (x, u) 7→

 ẋ− ḡ −A(x− x̄)−B(u− ū)
−x(0)
f̄ +H(x− x̄) + E(u− ū)

+

 0
x0

F (u)

 .

Substituting z = x− x̄ we obtained the following simplified description of the latter mapping:193

(13) W 1,∞
0 × L∞ 3 (z, u) 7→ M(z, u) :=

(
ż −Az −B(u− ū)
f̄ +Hz + E(u− ū)

)
+

(
0
F (u)

)
.194

From the Lyusternik-Graves Theorem 1 we immediately obtain the following result:195

Corollary 4. The mapping M defined in (12) is metrically regular at (x̄, ū) for 0 if and only if the196

mapping M defined in (13) is metrically regular at (0, ū) for 0.197

Clearly, it is easier to handle the partially linearized mapping (13) than (12); this becomes more apparent198

in the specific cases considered further: the case of inequality constraints and the case of controllability. Note199

that, taking into account the comment right after the definition of metric regularity in Introduction, we obtain200

that metric regularity of the mapping M implies solvability of a perturbation of (10)–(11). Specifically, we201

have that for every (y, v) with a sufficiently small L∞ norm there exists a solution of the DGE202

ẋ(t) = g(x(t), u(t)) + y(t), x(0) = x0,203

f(x(t), u(t)) + F (u(t)) + v(t) 3 0 for a.e. t ∈ [0, T ].204

The following theorem specializes Corollary 4 taking into account the linear differential operator appear-205

ing in the definition of the mapping M. Let Φ be the fundamental matrix solution of the linear equation206

ẋ = A(t)x, that is, d
dtΦ(t, τ) = A(t)Φ(t, τ), Φ(τ, τ) = I.207

Theorem 5. Consider the mapping K acting from L∞ to L∞ and defined for a.e. t ∈ [0, T ] as208

(14) (Ku)(t) := f̄(t) +H(t)

∫ t

0

Φ(t, τ)(B(τ)(u(τ)− ū(τ))dτ + E(t)(u(t)− ū(t)) + F (u(t)).209

Then the mapping M is metrically regular at (x̄, ū) for 0 if and only if K is metrically regular at ū for 0.210

Proof. By Corollary 4, metric regularity of M at (x̄, ū) for 0 is equivalent to metric regularity of the
partial linearization M given in (13) at (0, ū) for 0. Using the fundamental matrix solution for the linear
system, given r ∈ L∞ and a ∈ Rm, one has that ż(t) − A(t)z(t) = r(t), z(0) = a if and only if z(t) =

Φ(t, 0)a+
∫ t

0
Φ(t, τ)r(τ)dτ . This implies that having (p, a, q) ∈M(z, u) is the same as having v(t) ∈ (Ku)(t)

for

v(t) = q(t) +H(t)

(
Φ(t, 0)a−

∫ t

0

Φ(t, τ)p(τ)dτ

)
,

that is, we can replace the differential expression in M with the integral one and then drop the variable z.211

Noting that local closedness of gphM is equivalent to that of K and that ‖v‖∞ is bounded by a quantity212

proportional to ‖(p, a, q)‖, we complete the proof.213

A further specialization of the result in Corollary 4 is obtained when the mapping F has a closed and214

convex graph, by applying Robinson-Ursescu Theorem 2. To simplify the presentation, we restrict our215

attention to the case of inequality state-control constraints and the initial state fixed to zero, x(0) = 0.216
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Then the mapping F is a constant mapping equal to the set of all functions in L∞ with values in Rd+, which217

we denote by L∞+ . That is, we assume that (x̄, ū) ∈W 1,∞
0 ×L∞ and study the following mapping associated218

with the feasibility problem (3) in the notation of (10)-(11):219

(15) W 1,∞
0 × L∞ 3 (x, u) 7→

(
ẋ− g(x, u)
f(x, u)

)
+

(
0
L∞+

)
.220

Theorem 6. The mapping in (15) is metrically regular at (x̄, ū) for 0 if and only if there exist a constant221

α > 0, and a function v ∈ L∞ such that, for a.e. t ∈ [0, T ] and for all i = 1, 2, . . . , d,222

(16) [f̄(t) +H(t)

∫ t

0

Φ(t, τ)B(τ)v(τ)dτ + E(t)v(t)]i ≤ −α.223

Proof. By the Lyusternik-Graves Theorem 1, metric regularity of the mapping in (15) at (x̄, ū) for 0 is224

equivalent to metric regularity at (0, ū) for 0 of the linearized mapping225

(17) W 1,∞
0 × L∞ 3 (z, u) 7→

(
ż −Az −B(u− ū)
f̄ +Hz + E(u− ū)

)
+

(
0
L∞+

)
⊂ L∞.226

The mapping (17) has closed and convex graph, hence we can apply Robinson-Ursescu Theorem 2, which in227

this particular case says that its metric regularity at (0, ū) for 0 is equivalent to the existence of δ > 0 such228

that for any (r, q) ∈ L∞ with ‖(r, q)‖∞ ≤ δ the following problem has a solution: find (z, u) ∈ W 1,∞
0 × L∞229

such that230

(18)
ż(t) = A(t)z(t) +B(t)(u(t)− ū(t)) + r(t),
f̄(t) +H(t)z(t) + E(t)(u(t)− ū(t)) + q(t) ≤ 0, for a.e. t ∈ [0, T ].

231

Taking r = 0, q = (α, . . . , α) with α > 0 such that ‖q‖∞ ≤ δ, and then v = u − ū, this property of (18)232

implies condition (16) in the statement of the theorem.233

Conversely, let v satisfy (16) for some α > 0, let y = (r, q) be given and let z be the solution of the
differential equation in (18) corresponding to the control u = v + ū and z(0) = 0. Note that z = Q(Bv + r)

where Q is a bounded linear mapping from L∞ to W 1,∞ defined as (Qp)(t) =
∫ t

0
Φ(t, τ)p(τ)dτ for t ∈ [0, T ].

Hence, slightly abusing notation, for ᾱ = (α, . . . , α) ∈ Rd,

f̄ +HQ(Bv + r) + Ev + q ≤ f̄ +HQ(Bv) + Ev +HQ(r) + q ≤ −ᾱ+HQ(r) + q ≤ 0

for (r, q) with a sufficiently small norm. This completes the proof.234

An analogous argument can be applied to study the controllability problem (4) where we set x(0) = 0235

for simplicity. Consider the control system236

(19) ẋ(t) = g(x(t), u(t)), x(0) = 0,237

supplied with feasible controls u from the set

U = {u ∈ L∞([0, T ],Rn) | u(t) ∈ U for a.e. t ∈ [0, T ]},

where U is a convex and compact set in Rn. Given a target point xT ∈ Rm we add to the constraints the238

condition to reach the target at time T : x(T ) = xT . To that problem we associate the mapping239

(20) W 1,∞
0 × L∞ 3 (x, u) 7→ D(x, u) :=

 ẋ− g(x, u)
−x(T )
−u

+

 0
xT
U

 ⊂ L∞ × Rm × L∞.240

Theorem 7. The mapping D defined in (20) is metrically regular at (x̄, ū) for 0 if and only if241

(21) 0 ∈ int{x ∈ Rm | x =

∫ T

0

Φ(T, t)B(t)(u(t)−ū(t))dt for some u ∈ L∞ with u(t) ∈ U for a.e. t ∈ [0, T ]},242

where Φ is the fundamental matrix solution of ẋ = A(t)x.243
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Proof. The first step is the same as in the proof of Theorem 6: by the Lyusternik-Graves Theorem 1 we244

obtain that the mapping D is metrically regular at (x̄, ū) for 0 as a mapping acting from W 1,∞
0 ×L∞ to the245

subsets of L∞ × Rm × L∞ if and only if its shifted linearization246

(22) (z, u) 7→ D(z, u) :=

 ż −Az −B(u− ū)
−z(T )
−u

+

 0
0
U

 ⊂ L∞ × Rm × L∞247

is metrically regular at (0, ū) for 0 in the same spaces. As in Theorem 6, we apply Robinson-Ursescu248

Theorem 2 according to which metric regularity of D at (0, ū) for 0 is equivalent to the existence of δ > 0249

such that for any (r, q) ∈ L∞ and y ∈ Rm with ‖r‖∞+‖q‖∞+‖y‖ ≤ δ the following problem has a solution:250

find (z, u) ∈W 1,∞
0 × L∞ such that251

(23)
ż(t) = A(t)z(t) +B(t)(u(t)− ū(t)) + r(t),
z(T ) = y,
u(t) + q(t) ∈ U for a.e. t ∈ [0, T ].

252

If (23) has a solution for all such (r, y, q), then, in particular, taking r = 0 and q = 0 and using the253

fundamental matrix solution Φ this leads to the property that for every y ∈ Rm with a sufficiently small254

norm there exists u ∈ U such that if z(t) =
∫ t

0
Φ(t, τ)B(τ)(u(τ)− ū(τ))dτ then z(T ) = y. This implies (21).255

Conversely, let (21) hold. For any (r, y, q) ∈ L∞ × Rm × L∞ with ‖(r, y, q)‖ sufficiently small, (21)256

implies the existence of w ∈ U such that257 ∫ T

0

Φ(T, τ)B(τ)(w(τ)− ū(τ))dτ = y +

∫ T

0

Φ(T, τ)[B(τ)q(τ)− r(τ)]dτ.258

Then system (23) is satisfied with u = w−q and z(t) =
∫ t

0
Φ(t, τ)[B(τ)(u(τ)−ū(τ))+r(τ)]dτ . This completes259

the proof.260

Recall that the reachable set RT at time T of system (19) is defined as

RT = {x(T ) | there exists u ∈ U such that x is a solution of (19) for u} .

Also recall that the control system (19) is said to be locally controllable at a point xT ∈ Rm whenever261

xT ∈ intRT . Thus, condition (21) is the same as requiring local controllability at 0 of the shifted linearized262

system263

(24) ż(t) = A(t)z(t) +B(t)(u(t)− ū(t)), z(0) = 0,264

with controls from the set U . We obtain:265

Corollary 8. Suppose that the linear system (24) is locally controllable at 0 with controls from the set266

U . Then the nonlinear system (19) has the same property.267

Proof. Local controllability implies, via the theorems of Lyusternik-Graves and Robinson-Ursescu, metric268

regularity of the mapping (20). The latter property yields that for each y in a neighborhood of xT there269

exists a feasible control u such that the corresponding solution x of (19) satisfies x(T ) = y, that is, the270

nonlinear system is locally controllable.271

That controllability of a linearization of a nonlinear system implies local controllability of the original272

system is not new: it has been established for various systems, e.g., in [16] and [29]. What is new is the273

way we prove this implication, namely, by employing much deeper results regarding metric regularity. The274

converse implication is false in general: local controllability is not stable under linearization the way metric275

regularity is.276

3. Strong metric regularity. In this section we continue to study problem (10)–(11) with the aim to277

give conditions under which the associated mapping M defined in (12) is strongly metrically regular. Our278

central result is Theorem 17 where we establish a sufficient condition for strong metric regularity of the279

mapping M in function spaces in terms of pointwise in time strong metric regularity of the parametrized280
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finite-dimensional generalized equation (11). Inasmuch as a number of sufficient conditions, and even nec-281

essary and sufficient conditions, for the strong regularity in finite dimensions are available in the literature,282

with many of them displayed in the books [17], [11], [6], we can now handle accordingly strong metric283

regularity in function spaces.284

In further lines we use the general observation that if a mapping F is strongly metrically regular at x̄285

for ȳ with a constant τ ≥ 0 and neighborhoods IBa(x̄) and IBb(ȳ) for some positive a and b then for every286

positive constants a′ ≤ a and b′ ≤ b such that τb′ ≤ a′ the mapping F is strongly metrically regular with287

the constant τ and neighborhoods IBa′(x̄) and IBb′(ȳ). Indeed, in this case any y ∈ IBb′(ȳ) will be in the288

domain of F−1(·) ∩ IBa′(x̄).289

In the considerations so far, the reference solution (x̄, ū) of (10)–(11) was regarded as an element of290

the space W 1,∞ × L∞, thus it is sufficient to require equations (10)–(11) be satisfied almost everywhere.291

In the remaining part of the paper we consider ū as a function from [0, T ] to Rn, which will be assumed292

measurable and bounded. In addition, we assume that the reference pair (x̄, ū) satisfies (10)–(11) for each293

t ∈ [0, T ]. This choice of a particular representative of ū ∈ L∞ is needed because the conditions for strong294

metric regularity of the mapping M and the additional results obtained in this and the next sections are295

based on assumptions that are to be satisfied for each t ∈ [0, T ]. Clearly, considering a reference pair (x̄, ū)296

with bounded ū and for which (10)–(11) hold everywhere is not a restriction by itself. Indeed, every ū ∈ L∞297

has a bounded representative. If F has a closed graph, then ū can always be redefined on a set of measure298

zero so that (11) holds for each t. Then ˙̄x can be redefined on a set of measure zero (this leaves x̄ unchanged)299

to satisfy (10) everywhere. What brings a restriction, is that the main assumption below (condition (25)) is300

in a pointwise form and has to be satisfied for each t.301

To start, we state the following corollary of Robinson Theorem 3 which echoes Corollary 4:302

Corollary 9. The mapping M defined in (12) is strongly metrically regular at (x̄, ū) for 0 if and only303

if the mapping M defined in (13) is strongly metrically regular at (0, ū) for 0.304

We utilize in further lines the following result, which is a part of [6, Theorem 5G.3]1:305

Theorem 10. Let a, b, and κ be positive scalars such that F is strongly metrically regular at x̄ for ȳ
with neighborhoods IBa(x̄) and IBb(ȳ) and constant κ. Let µ > 0 be such that κµ < 1 and let κ′ > κ/(1−κµ).
Then for every positive α and β such that

α ≤ a/2, 2µα+ 2β ≤ b and 2κ′β ≤ α

and for every function g : X → Y satisfying

‖g(x̄)‖ ≤ β and ‖g(x)− g(x′)‖ ≤ µ‖x− x′‖ for every x, x′ ∈ IB2α(x̄),

the mapping y 7→ (g+F )−1(y)∩ IBα(x̄) is a Lipschitz continuous function on IBβ(ȳ) with Lipschitz constant306

κ′.307

We will use Theorem 10 to show that the strong metric regularity of the linearization of (11) at each308

point of cl gph ū implies uniform strong metric regularity. For this we utilize the following condition, which309

will play an important role in most of the further results:310

(25)
Let (x̄, ū) be a solution of (10)–(11) and let for every z := (t, u) ∈ cl gph ū the mapping

Rn 3 v 7→ Wz(v) := f(x̄(t), u) +Duf(x̄(t), u)(v − u) + F (v)
be strongly metrically regular at u for 0, thus in particular 0 ∈ f(x̄(t), u) + F (u).

311

Theorem 11. Suppose that condition (25) is satisfied. Then there are positive constants a, b, and κ
such that for each z = (t, u) ∈ cl gph ū the mapping

IBb(0) 3 y 7→ W−1
z (y) ∩ IBa(u)

is a Lipschitz continuous function with Lipschitz constant κ.312

1See Errata and Addenda at https://sites.google.com/site/adontchev/
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Proof. Let Σ := cl gph ū. Since Σ is a compact subset of R× Rn (equipped with the box topology), its313

canonical projection Σu onto Rn is compact as well. This and the continuity of x̄ imply the compactness314

of the set Λ := co x̄([0, T ]) × co Σu. By the continuous differentiability of f there exists M > 0 such that315

‖Dxf(x, u)‖ ≤ M for each (x, u) ∈ Λ. By the twice continuous differentiability of the function f , the316

mapping (x, u) 7→ Duf(x, u) is locally Lipschitz continuous, and therefore Lipschitz on compact subsets of317

Rm ×Rn; denote by K > 0 its Lipschitz constant on Λ. Finally, let L > 0 be the Lipschitz constant of x̄ on318

[0, T ].319

Fix an arbitrary z̄ = (t̄, ū) ∈ Σ and let az̄, bz̄ and κz̄ be positive constants such that the mapping320

(26) IBbz̄ (0) 3 y 7→ W−1
z̄ (y) ∩ IBaz̄ (ū)321

is a Lipschitz continuous function with Lipschitz constant κz̄. Let αz̄ := az̄/2 and pick ρz̄ ∈ (0, αz̄/2) such322

that323

(27) 4ρz̄(Kαz̄ +ML) < bz̄, 8MLκz̄ρz̄ < αz̄(1− 2Kκz̄ρz̄), and Kρz̄ < 2ML.324

Finally, let βz̄ := 2MLρz̄ and µz̄ := 2Kρz̄. The second inequality in (27) implies that κz̄µz̄ < 1.325

Pick any z = (t, u) ∈
(
intIBρz̄ (t̄)× intIBρz̄ (ū)

)
∩ Σ. Define gz,z̄ : Rn → Rd as326

gz,z̄(v) := f(x̄(t), u)− f(x̄(t̄), ū)−Duf(x̄(t), u)u+Duf(x̄(t̄), ū)ū327

+
(
Duf(x̄(t), u)−Duf(x̄(t̄), ū)

)
v, v ∈ Rn.328

Then Wz =Wz̄ + gz,z̄. Moreover, for any v1, v2 ∈ Rn we have329

‖gz,z̄(v1)− gz,z̄(v2)‖ = ‖(Duf(x̄(t), u)−Duf(x̄(t̄), ū))(v1 − v2)‖ ≤ K(ρz̄ + ρz̄)‖v1 − v2‖330

= µz̄‖v1 − v2‖.331

Basic calculus gives us332

gz,z̄(ū) = f(x̄(t), u)− f(x̄(t̄), ū) +Duf(x̄(t), u)(ū− u)333

= f(x̄(t), u)− f(x̄(t), ū) +Duf(x̄(t), u)(ū− u) + f(x̄(t), ū)− f(x̄(t̄), ū)334

= −
∫ 1

0

d

ds
f(x̄(t), u+ s(ū− u))ds+Duf(x̄(t), u)(ū− u)335

+

∫ 1

0

d

ds
f(x̄(t̄) + s(x̄(t)− x̄(t̄)), ū)ds336

=

∫ 1

0

[Duf(x̄(t), u)−Duf(x̄(t), u+ s(ū− u))] (ū− u)ds337

+

∫ 1

0

Dxf(x̄(t̄) + s(x̄(t)− x̄(t̄)), ū)(x̄(t)− x̄(t̄))ds.338

Hence, taking into account the last inequality in (27) we obtain339

‖gz,z̄(ū)‖ < 1

2
Kρ2

z̄ +MLρz̄ <
(
ML+ML

)
ρz̄ = βz̄.340

Let κ′z̄ := 2κz̄/(1− κz̄µz̄) > κz̄/(1− κz̄µz̄). Applying Theorem 10 we conclude that the mapping341

(28) IBβz̄
(0) 3 y 7→ W−1

z (y) ∩ IBαz̄
(ū)342

is a Lipschitz continuous function with Lipschitz constant κ′z̄. The second inequality in (27) and the choice343

of ρz̄ imply that IBκ′
z̄βz̄

(u) ⊂ IBαz̄/2(u) ⊂ IBαz̄
(ū). Since for z ∈ Σ, we have 0 ∈ Wz(u), and for every344

y ∈ IBβz̄ (0) it holds that345

‖W−1
z (y) ∩ IBαz̄ (ū)− u‖ ≤ κ′z̄‖y‖ ≤ κ′z̄βz̄,346

we conclude that for y ∈ IBβz̄
(0) the set W−1

z (y) ∩ IBκ′
z̄βz̄

(u) is nonempty. Then for each z = (t, u) ∈347 (
intIBρz̄ (t̄)× intIBρz̄ (ū)

)
∩ Σ the mapping348

(29) IBβz̄
(0) 3 y 7→ W−1

z (y) ∩ IBαz̄/2(u)349
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is a Lipschitz continuous function with Lipschitz constant κ′z̄, that is, the size of neighborhoods and the350

Lipschitz constant are independent of z in a neighborhood of z̄.351

From the open covering ∪z̄=(t̄,ū)∈Σ

(
[intIBρz̄ (t̄)× intIBρz̄ (ū)] ∩Σ

)
of Σ choose a finite subcovering Oi :=352

[intIBρz̄i (t̄i)×intIBρz̄i (ūi)]∩Σ, i = 1, 2, . . . , k. Let a = min{αz̄i/2 | i = 1, . . . , k}, κ = max{κ′z̄i | i = 1, . . . , k},353

and b = min{a/κ,min{βz̄i | i = 1, . . . , k}}. For any z̄ = (t̄, ū) ∈ Σ there is i ∈ {1, . . . , k} such that z̄ ∈ Oi.354

Hence the mapping IBb(0) 3 y 7→ W−1
z̄ (y)∩IBa(ū) is a Lipschitz continuous function with Lipschitz constant355

κ. The proof is complete.356

The following two results concern uniform strong metric regularity of two mappings related to inclusion357

(11) along a solution trajectory of (10)–(11). For the linearization of (11) along (x̄(t), ū(t)) we immediately358

obtain:359

Corollary 12. Let condition (25) hold. Then the mapping360

(30) Rn 3 v 7→ Gt(v) := f̄(t) + E(t)(v − ū(t)) + F (v)361

is strongly metrically regular at ū(t) for 0 uniformly in t ∈ [0, T ], that is, there exist positive constants a, b362

and κ such that for each t ∈ [0, T ] the mapping IBb(0) 3 y 7→ G−1
t (y) ∩ IBa(ū(t)) is a Lipschitz continuous363

function with Lipschitz constant κ.364

Proof. It is sufficient to observe that condition (25) involves the closure of the graph of ū while the365

strong metric regularity of Gt is defined for the graph of ū.366

Theorem 13. Let condition (25) hold. Then the mapping367

(31) Rn 3 v 7→ Gt(v) := f(x̄(t), v) + F (v)368

is strongly metrically regular at ū(t) for 0 uniformly in t ∈ [0, T ].369

Proof. Corollary 12 yields that there exist positive constants a, b and κ such that for each t ∈ [0, T ] the370

mapping IBb(0) 3 y 7→ G−1
t (y)∩IBa(ū(t)) is a Lipschitz continuous function with Lipschitz constant κ. Since371

cl gph ū is a compact set, the function u 7→ Duf(x̄(t), u) is Lipschitz continuous on IBa(ū(t)) uniformly in372

t ∈ [0, T ]; let L > 0 be the corresponding Lipschitz constant.373

Choose α > 0 such that
α ≤ a

2
, 2Lακ < 1, and 4Lα2 < b.

Fix any κ′ > κ/(1− 2Lακ) and find β > 0 such that

4Lα2 + 2β < b and 2κ′β < α.

Fix any t ∈ [0, T ] and define the function

Rn 3 v 7→ gt(v):=f(x̄(t), v)− f̄(t)− E(t)(v − ū(t)).

Then gt(ū(t)) = 0 and for any v, v′ ∈ IB2α(ū(t)) we have374

‖gt(v)− gt(v′)‖ = ‖f(x̄(t), v)− f(x̄(t), v′)− E(t)(v − v′)‖375

= ‖
∫ 1

0

(
Duf(x̄(t), v′ + s(v − v′))−Duf(x̄(t), ū(t))

)
(v − v′)ds‖376

≤ L sup
s∈[0,1]

‖v′ + s(v − v′)− ū(t)‖‖v − v′‖ ≤ 2Lα‖v − v′‖.377

We apply then Theorem 10 (with µ := 2Lα) obtaining that the mapping

IBβ(0) 3 y 7→ (gt + Gt)−1(y) ∩ IBα(ū(t)) = G−1
t (y) ∩ IBα(ū(t))

is a Lipschitz continuous function on IBβ(0) with Lipschitz constant κ′. It remains to note that α, β and κ′378

do not depend on t.379

The uniform in t ∈ [0, T ] strong metric regularity at ū(t) for 0 of the mapping (31) implies that the380

inclusion 0 ∈ Gt(u) determines a Lipschitz continuous function which is isolated from other solutions. The381

isolatedness doesn’t have to be true, however, for the reference control ū. To make the presentation more382

precise, we state the following definition.383
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Definition 14. Given a mapping T : [0, T ] × Rn → Rd, a function u : [0, T ] → Rn is said to be an
isolated solution of the inclusion

0 ∈ T (t, v) for all t ∈ [0, T ],

whenever there is an open set O ⊂ Rn+1 such that384

(32) {(t, v) | t ∈ [0, T ] and 0 ∈ T (t, v)} ∩ O = gphu.385

Our next result shows that under pointwise strong metric regularity of the mapping (31) at ū(t) for 0386

the isolatedness of ū is equivalent to Lipschitz continuity of ū as a function of t.387

Theorem 15. Suppose that for each t ∈ [0, T ] the mapping Gt in (31) is strongly metrically regular at388

ū(t) for 0. Then the following assertions are equivalent:389

(i) ū is an isolated solution of Gt(v) 3 0 for all t ∈ [0, T ];390

(ii) ū is continuous on [0, T ];391

(iii) ū is Lipschitz continuous on [0, T ].392

Proof. Let us first show that (i) implies (ii). Choose an open set O ⊂ Rn+1 such that393

(33) {(t, v) | t ∈ [0, T ] and 0 ∈ Gt(v)} ∩ O = gph ū.394

Let t ∈ [0, T ] and let at, bt and λt be positive constants such that the mapping IBbt(0) 3 y 7→ G−1
t (y) ∩395

IBat(ū(t)) is a Lipschitz continuous function with Lipschitz constant λt. Since x̄ is Lipschitz continuous, we396

have that the functions τ 7→ f(x̄(τ), v) and τ 7→ Duf(x̄(τ), v) are Lipschitz continuous on [0, T ] uniformly in397

v in the compact set IBat(ū(t)); let Lt > 0 be a Lipschitz constant for both of them. Note that, due to the398

boundedness of ū and the fact that at can always be assumed uniformly bounded (say ≤ 1), the Lipschitz399

constant Lt = L can be chosen independent of t. Since this doesn’t change the proof, we keep Lt with400

subscript t.401

Pick αt ∈ (0, at/2) and then ρt ∈ (0, 1) such that (τ, v) ∈ O for every τ ∈ [t−ρt, t+ρt] and v ∈ IBαt
(ū(t)),402

and also403

(34) λtLtρt < 1, Ltρtat + 2Ltρt ≤ bt, and 4λtLtρt ≤ αt(1− λtLtρt).404

Let τ ∈ [t− ρt, t+ ρt] ∩ [0, T ] and define the mapping gτ,t : Rn → Rd as

gτ,t(v) := f(x̄(τ), v)− f(x̄(t), v), v ∈ Rn.

The function s 7→ f(x̄(s), ū(t)) is Lipschitz continuous on [0, T ], hence we have405

(35) ‖gτ,t(ū(t))‖ ≤ Lt|τ − t| ≤ Ltρt.406

Since the function s 7→ Duf(x̄(s), w) is Lipschitz continuous on [0, T ] uniformly in w from IBat(ū(t)), for407

any v, v′ ∈ IBat(ū(t)) we have408

‖gτ,t(v)− gτ,t(v′)‖ = ‖f(x̄(τ), v)− f(x̄(τ), v′)− f(x̄(t), v) + f(x̄(t), v′)‖409

≤
∫ 1

0

‖Duf(x̄(τ), v′ + s(v − v′))−Duf(x̄(t), v′ + s(v − v′))‖ds ‖v′ − v‖410

≤ Ltρt ‖v′ − v‖.411

Let
λ′t := 2λt/(1− λtLtρt) and βt := Ltρt.

Taking into account (34), we use Theorem 10 with (a, b, α, β, κ, κ′, µ) replaced by (at, bt, αt, βt, λt, λ
′
t, βt)

obtaining that the mapping

IBβt
(0) 3 y 7→ (gτ,t +Gt)

−1(y) ∩ IBαt
(ū(t)) = G−1

τ (y) ∩ IBαt
(ū(t))

is a Lipschitz continuous function on IBβt
(0) with Lipschitz constant λ′t, where αt, βt and λ′t defined in the

preceding lines do not depend on τ . In particular, there exists exactly one point w ∈ IBαt
(ū(t)) such that
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0 ∈ gτ,t(w) +Gt(w)= Gτ (w). But then (τ, w) ∈ O which is possible only if w = ū(τ), by (33). From (35) it
follows that gτ,t(ū(t)) ∈ IBβt

(0). Thus

ū(t) = (gτ,t +Gt)
−1(gτ,t(ū(t))) ∩ IBαt

(ū(t)).

Since ū(τ) = (gτ,t +Gt)
−1(0) ∩ IBαt

(ū(t)), using (35), we conclude that

‖ū(t)− ū(τ)‖ ≤ λ′t‖gτ,t(ū(t))‖ ≤ λ′tLt|t− τ |.

Summarizing, we proved that, given t ∈ [0, T ], the function ū is continuous (even calm) at t. As t ∈ [0, T ]412

was arbitrary, (ii) is proved. Note that ū is actually uniformly continuous on [0, T ].413

To prove that (ii) implies (i), note that if ū is continuous then its graph is a compact set. Given t ∈ [0, T ],414

according to Robinson’s implicit function theorem [6, Theorems 5F.4] the mapping Gt is strongly metrically415

regular at ū(t) for 0 if and only if so is Gt. Hence condition (25) holds with W(t,ū(t)) = Gt, which in turn, by416

Theorem 13, implies (i).417

Clearly, (iii) implies (ii). To show the converse, we use an argument somewhat parallel to the preceding418

step but with some important differences. Assume that t, at, bt, λt, and Lt are as at the beginning of the419

proof. Pick αt ∈ (0, at/2) and then ρt ∈ (0, 1) such that420

(36) 2λtLtρt < 1, 2Ltρtat + 4Ltρt ≤ bt, and 8λtLtρt ≤ αt(1− 2λtLtρt);421

and also that
ū(τ) ∈ IBαt

(ū(θ)) for each τ, θ ∈ [t− ρt, t+ ρt] ∩ [0, T ],

which is possible thanks to the uniform continuity of ū on [0, T ].422

Let τ and θ belong to [t− ρt, t+ ρt] ∩ [0, T ] and define the mapping gτ,θ : Rn → Rd as

gτ,θ(v) := f(x̄(τ), v)− f(x̄(θ), v), v ∈ Rn.

Since ū(θ) ∈ IBαt
(ū(t)) ⊂ IBat(ū(t)), the function s 7→ f(x̄(s), ū(θ)) is Lipschitz continuous on [0, T ] with423

constant Lt, which implies that424

(37) ‖gτ,θ(ū(θ))‖ ≤ Lt|τ − θ| ≤ 2Ltρt.425

Since the function s 7→ Duf(x̄(s), w) is Lipschitz continuous on [0, T ] uniformly in w from IBat(ū(t)), for426

any v, v′ ∈ IBat(ū(t)) we have427

‖gτ,θ(v)− gτ,θ(v′)‖ = ‖f(x̄(τ), v)− f(x̄(τ), v′)− f(x̄(θ), v) + f(x̄(θ), v′)‖428

≤
∫ 1

0

‖Duf(x̄(τ), v′ + s(v − v′))−Duf(x̄(θ), v′ + s(v − v′))‖ds ‖v′ − v‖429

≤ 2Ltρt ‖v′ − v‖.430

Let λ′t := 2λt/(1 − 2λtLtρt) and βt := 2Ltρt. Taking into account (36), we apply Theorem 10 with
(a, b, α, β, κ, κ′, µ) replaced by (at, bt, αt, βt, λt, λ

′
t, βt) obtaining that the mapping

IBβt
(0) 3 y 7→ (gτ,θ +Gθ)

−1(y) ∩ IBαt
(ū(θ)) = G−1

τ (y) ∩ IBαt
(ū(θ))

is a Lipschitz continuous function on IBβt
(0) with Lipschitz constant λ′t, where αt, βt and λ′t defined in the431

preceding lines do not depend on τ and θ. Since ū(τ) ∈ IBαt
(ū(θ)), we have ū(τ) = G−1

τ (0) ∩ IBαt
(ū(θ)).432

From (37) it follows that gτ,θ(ū(θ)) ∈ IBβt
(0). Thus ū(θ) = G−1

τ (gτ,θ(ū(θ))) ∩ IBαt
(ū(θ)). Using (37), we433

conclude that434

(38) ‖ū(θ)− ū(τ)‖ ≤ λ′t‖gτ,θ(ū(θ))‖ ≤ λ′tLt|θ − τ |.435

Summarizing, we proved that, given t ∈ [0, T ], the function ū is locally Lipschitz continuous around t. Since436

[0, T ] is compact, we obtain condition (iii).437

Remark 3.1. Observe that in the last three theorems x̄ does not need to be a solution of (10). It may438

be any Lipschitz continuous function from [0, T ] to Rm for which condition (25) holds.439
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For a given positive constant c define the set

Sc := {(z, t, q) ∈ Rm+1+n | t ∈ [0, T ], ‖z‖ ≤ c, ‖q‖ ≤ c}.

Lemma 16. Suppose that condition (25) holds and let the constants a, b, and κ be as in Corollary 12.
Then for every c > 0 such that c(‖H‖C + 1) ≤ b the mapping

Sc 3 (z, t, q) 7→ u(z, t, q) := {u ∈ IBa(ū(t)) | q ∈ f̄(t) +H(t)z + E(t)(u− ū(t)) + F (u)}

is a function which is bounded and measurable in t for each (z, q) and Lipschitz continuous with respect to440

(z, q) uniformly in t with Lipschitz constant λ := κ(‖H‖C + 1).441

Proof. Choose c as required. Clearly, for each (z, t, q) ∈ Sc we have q −H(t)z ∈ IBb(0), and hence, by
definition,

u(z, t, q) = G−1
t (q −H(t)z) ∩ IBa(ū(t)).

By Robinson’s implicit function theorem [6, Theorem 2B.5] the function (y, t) 7→ G−1
t (y) is Lipschitz con-

tinuous on [0, T ]× IBb(0). Therefore the function [0, T ] 3 t 7→ u(z, t, q) is measurable and bounded for each
{(z, q) | (z, t, q) ∈ Sc} as a composition of a Lipschitz function with a measurable and bounded function;
furthermore, for every (z1, t, q1), (z2, t, q2) ∈ Sc we get

‖u(z1, t, q1)− u(z2, t, q2)‖ ≤ κ(‖q1 − q2‖+ ‖H(t)(z1 − z2)‖) ≤ λ(‖z1 − z2‖+ ‖q1 − q2‖).

Thus, u has the desired property.442

Theorem 17. Suppose that condition (25) is satisfied. Then the mapping M defined in (12) is strongly443

metrically regular at (x̄, ū) for 0. If, in addition, one of the equivalent statements (i)–(iii) in Theorem 15444

holds, then the mapping M , now considered as acting from C1×C to the subsets of C ×Rm×C, is strongly445

metrically regular at (x̄, ū) for 0.446

Proof. Let the constants a, b and κ be as in Corollary 12, let λ be as in Lemma 16, and let447

(39) ν0 := max{‖A‖C , ‖B‖C , ‖H‖C , ‖E‖C} and c ≤ b/(ν0 + 1).448

From Lemma 16, for any (z, t, q) ∈ Sc the inclusion449

(40) q ∈ f̄(t) +H(t)z + E(t)(u− ū(t)) + F (u)450

has a unique solution u(z, t, q) ∈ IBa(ū(t)); moreover, the function Sc 3 (z, t, q) 7→ u(z, t, q) is measurable in451

t for each (z, q) and Lipschitz continuous in (z, q) with Lipschitz constant λ. Observe that u(0, t, 0) = ū(t)452

for all t ∈ [0, T ].453

From Corollary 9 we know that the mapping M defined in (12) is strongly metrically regular at (x̄, ū)454

for 0 if and only if the mappingM defined in (13) is strongly metrically regular at (0, ū) for 0. Choose δ > 0455

such that456

(41) e(1+λ)ν0T ((ν0λ+ 1)T + 1)δ < c457

and also q ∈ L∞([0, T ],Rd), y ∈ Rm and r ∈ L∞([0, T ],Rm) with ‖q‖∞ ≤ δ, ‖y‖ ≤ δ, ‖r‖∞ ≤ δ. Consider the458

initial value problem459

(42) ż(t) = A(t)z(t) +B(t)(u(z(t), t, q(t))− ū(t)) + r(t) for a.e. t ∈ [0, T ], z(0) = y.460

Since the right side of this differential equation is a Carathèodory function which is Lipschitz continuous in
z, and also the initial condition z(0) = y ∈ int IBc(0), by a standard argument there is a maximal interval
[0, τ ] ⊂ [0, T ] in which there exists a solution z of (42) on [0, τ ] with values in IBc(0) and if τ < T then
‖z(τ)‖ = c. Let τ < T . But then for t ∈ [0, τ ] we have

‖z(t)‖ ≤ ‖y‖+

∫ t

0

(
ν0‖z(s)‖+ ν0λ(δ + ‖z(s)‖) + δ

)
ds.
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Hence, by applying the Grönwall lemma and using (41), we get

‖z(t)‖ ≤ e(1+λ)ν0T ((ν0λ+ 1)T + 1)δ < c,

which contradicts the assumption that τ < T . Hence τ = T and there exists a solution z of problem (42)461

on the entire interval [0, T ] such that z(t) ∈ int IBc(0) for each t ∈ [0, T ]. Then for u(t) := u(z(t), t, q(t)),462

t ∈ [0, T ] we obtain that (u, z) := (u(t), z(t)) satisfies (40) for almost every t ∈ [0, T ]. In conclusion, for each463

(r, q) : [0, T ] → Rm+d and y ∈ Rm with ‖r‖∞‖ ≤ δ, ‖q‖∞ ≤ δ and ‖y‖ ≤ δ there exists a unique solution464

(u, z) ∈ L∞ ×W 1,∞ of the perturbed system465

(43)
ż(t) = A(t)z(t) +B(t)(u(t)− ū(t)) + r(t), z(0) = y,
0 ∈ f̄(t) +H(t)z(t) + E(t)(u(t)− ū(t)) + q(t) + F (u(t)),

466

for a.e. t ∈ [0, T ], such that ‖u− ū‖∞ ≤ a and ‖z‖C ≤ c.467

In the last part of the proof we show Lipschitz continuity of the solution (u, z) ∈ L∞ ×W 1,∞ of the
perturbed system (43) with respect to (r, y, q) ∈ L∞ × Rm × L∞, ‖r‖∞ ≤ δ, ‖y‖ ≤ δ, ‖q‖∞ ≤ δ. From now
on through the end of the proof γ > 0 is a generic constant which may change in different relations. Choose
(ri, qi) ∈ L∞([0, T ],Rm+d) and yi ∈ Rm such that ‖ri‖∞ ≤ δ, ‖qi‖∞ ≤ δ, ‖yi‖ ≤ δ, and let (zi, ui), be the
solutions of (43) associated with (ri, yi, qi), i = 1, 2. Due to (39), for i = 1, 2 we have

−qi(t)−H(t)zi(t) ∈ IBb(0) for a.e. t ∈ [0, T ]

and hence
ui(t) = G−1

t (−qi(t)−H(t)zi(t)) ∩ IBa(ū(t)) for a.e. t ∈ [0, T ].

Therefore468

(44) ‖u1(t)− u2(t)‖ ≤ κν0‖z1(t)− z2(t)‖+ κ‖q1(t)−q2(t)‖ for a.e. t ∈ [0, T ].469

Plugging (44) into the integral form of the differential equation in (43), we get470

‖z1(t)− z2(t)‖ ≤ ‖y1 − y2‖+

∫ t

0

(ν0‖z1(τ)− z2(τ)‖+ ν0‖u1(τ)− u2(τ)‖+ ‖r1(τ)− r2(τ)‖)dτ471

≤ ‖y1 − y2‖+

∫ t

0

ν0(1 + κν0)‖z1(τ)− z2(τ)‖+ κν0‖q1(τ)−q2(τ)‖472

+‖r1(τ)− r2(τ)‖)dτ for every t ∈ [0, T ].473

The Grönwall lemma yields that474

(45) ‖z1(t)− z2(t)‖ ≤ γ(‖y1 − y2‖+ ‖q1 − q2‖∞ + ‖r1 − r2‖∞) for every t ∈ [0, T ].475

Then (45) substituted in (44) results in476

(46) ‖u1 − u2‖∞ ≤ γ(‖y1 − y2‖+ ‖q1 − q2‖∞ + ‖r1 − r2‖∞).477

Substituting (45) and (46) in the state equation gives us

‖ż1 − ż2‖∞ ≤ γ(‖y1 − y2‖+ ‖q1 − q2‖∞ + ‖r1 − r2‖∞).

This proves the first part of the theorem.478

As for the second part, since in this case ū is Lipschitz continuous on [0, T ], it is sufficient to repeat the479

above argument changing the L∞ norm to the C norm, obtaining480

(47) ‖z1 − z2‖C ≤ γ(‖y1 − y2‖+ ‖q1 − q2‖C + ‖r1 − r2‖C).481

Then, from (44) which is valid for all t ∈ [0, T ], we have482

(48) ‖u1 − u2‖C ≤ γ(‖y1 − y2‖+ ‖q1 − q2‖C + ‖r1 − r2‖C).483

Finally, utilizing (47) and (48) in the differential equation we obtain

‖ż1 − ż2‖C ≤ γ(‖y1 − y2‖+ ‖q1 − q2‖C + ‖r1 − r2‖C).

This ends the proof.484
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Remark 3.2. Note that, by Robinson’s theorem, strong metric regularity in L∞ of the mapping M485

implies Lipschitz dependence in L∞ of the control u with respect to perturbations, which yields restrictions486

on the behavior of u as a function of time. Suppose that the problem in hand is perturbed; then as a487

consequence of the strong metric regularity, the control for the perturbed problem must be close to ū in L∞488

which means that it has to have jumps at the same instants of time as ū. If we assume a bit more, namely489

the local isolatedness of ū, then the function ū becomes Lipschitz continuous. In the paper [9] we considered490

a variational inequality of the form (2) without the state variable x and used a condition which is stronger491

than (25), namely that each point of the graph of the associated solution mapping is a point of strong metric492

regularity. In this case it turned out that there are finitely many Lipschitz continuous functions whose graphs493

do not intersect each other such that for each value of the parameter the set of values of the solution mapping494

is the union of the values of these functions. Here we assume less, focusing on a particular solution ū but495

still the strong metric regularity imposes restrictions on the way the solution depends on perturbations.496

4. Regularity in optimal control. Consider the optimal control problem (6) and the associated497

optimality system (7) with a reference solution (ȳ, p̄, ū). We assume for simplicity that y0 = 0 and ϕ ≡ 0.498

In further lines we use the notation A(t) = DpyH̄(t), B(t) = DpuH̄(t), Q(t) = DyyH̄(t), S(t) = DuyH̄(t),499

R(t) = DuuH̄(t) for the corresponding derivatives of the Hamiltonian H, where the bar means that the500

function is evaluated at (ȳ(t), p̄(t), ū(t)).501

We start with a result regarding the Lipschitz continuity of the optimal control ū with respect to time502

t, which is a consequence of Theorem 15 and also [6, Theorem 2C.2].503

Theorem 18. Let ū be an optimal control for problem (6) which is measurable and bounded on [0, T ]504

and also an isolated solution of the variational inequality505

(49) 0 ∈ Ht(v) := DuH(ȳ(t), p̄(t), v) +NU (v),506

where ȳ and p̄ are the associated optimal state and adjoint variables. Assume that for each t ∈ [0, T ] the507

mapping Ht is strongly metrically regular at ū(t) for 0. Then the optimal control ū is Lipschitz continuous508

in t on [0, T ].509

In addition, let n = 1 and suppose that510

(50) S(t)ḡ(t)−BT (t)DyH̄(t) 6= 0 for every t ∈ [0, T ].511

Then the converse statement holds as well: if ū is Lipschitz continuous in [0, T ] then for each t ∈ [0, T ] the512

mapping Ht is strongly metrically regular at ū(t) for 0.513

Proof. The first part of the statement readily follows from Theorem 15 (see also Remark 3.1). As for514

the second part, let ū be Lipschitz continuous on [0, T ]. Then for each t ∈ [0, T ], by using the assumption515

that ū is an isolated solution, the mapping t 7→ {v | 0 ∈ Ht(v)} has a single-valued localization around t516

for ū(t). This in turn implies strong metric regularity of the mapping Ht at ū(t) for 0 is provided that the517

so-called ample parameterization condition is satisfied, see [6, Theorem 2C.2]. In the specific case of (7) this518

condition has the form:519

(51) rank
[
S(t) ˙̄y(t) +BT (t) ˙̄p(t)

]
= n for every t ∈ [0, T ].520

Since n = 1 and on the left side we have a single vector, condition (51) is equivalent to condition (50).521

Consider next the mapping appearing in the optimality system (7):522

(52) W 1,∞
0 ×W 1,∞

T × L∞ 3 (y, p, u) 7→ P (y, p, u) :=

 ẏ − g(y, u)
ṗ+DyH(y, p, u)
DuH(y, p, u)

+

 0
0
NU (u)

 .523

where W 1,∞
T = {p ∈W 1,∞ | p(T ) = 0}. The associated linearized mapping has the form

W 1,∞
0 ×W 1,∞

T × L∞ 3 (z, q, u) 7→ P(z, q, u) := ż −Az −B(u− ū)
q̇ +Qz +AT q + ST (u− ū)
Sz +BT q +R(u− ū)

+

 0
0
NU (u)

 .
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As a final result of this section we adopt [7, Theorem 5] to present a sufficient condition for strong metric524

regularity of the mapping P or, equivalently, the mapping P. This results also serves as an example which525

illustrates that strong metric regularity can be deduced from the well-known strong second-order sufficient526

optimality condition, sometimes also called coercivity. This condition basically requires positive definiteness527

of a quadratic form on a subspace, and in principle can be checked numerically.528

In the statement below L2 is the usual Lebesque space of measurable and square integrable functions529

while W 1,2 is the space of functions x with both x and the derivative ẋ in L2.530

Theorem 19. Suppose that ȳ ∈W 1,∞
0 , p̄ ∈W 1,∞

T , ū ∈ L∞ and consider the mapping P defined in (52)531

acting from W 1,∞
0 ×W 1,∞

T ×L∞ to the subsets of L∞. Suppose that the following condition is satisfied: there532

exists α > 0 such that533

(53)

∫ T

0

(y(t)TQ(t)y(t) + u(t)TR(t)u(t) + 2y(t)TS(t)u(t))dt ≥ α
∫ T

0

‖u(t)‖2dt534

whenever y ∈W 1,2, y(0) = 0, u ∈ L2, ẏ = Ay+Bu, u = v−w for some v, w ∈ L2 with values v(t), w(t) ∈ U535

for a.e. t ∈ [0, T ]. Then the mapping P in (52) is strongly metrically regular at (ȳ, p̄, ū) for 0.536

Proof. According to [7, Theorem 5], condition (53) implies that the linearized mapping P is strongly537

metrically regular at (0, 0, ū) for 0. Then, by applying Robinson’s theorem as in Corollary 9 we obtain the538

conclusion.539

Note that the Remark 3.2 applies also here; having strong metric regularity in L∞ imposes restrictions540

on the way the optimal control behaves as a function of time. Also note that the coercivity condition (53)541

implies pointwise coercivity, namely uTR(t)u ≥ α‖u‖2 for all u ∈ U − U and a.e. t ∈ [0, T ]. But then, if we542

assume that the components of R, B, S are continuous functions, we will end up with the reference control543

ū being Lipschitz continuous on [0, T ].544

There is a wealth of literature on Lipschitz stability in optimal control, where strong metric regularity545

plays a major role. Alt [1] was the first to employ strong metric regularity in nonlinear optimal control; his546

results were broadly extended in [7]. In a series of papers, see e.g. [21], Malanowski studied various optimal547

control problems including problems with inequality state and control constraints. A characterization of548

strong metric regularity for an optimal control problem with inequality control constraints is obtained in549

[10]. For recent results in this direction, see [3], [12], [24] and the references therein.550

5. Discrete approximations and path-following. As an application of the analysis given in the551

preceding two sections, in this section we study a time-stepping procedure for solving the DGE considered552

in Section 3, namely553

ẋ(t) = g(x(t), u(t)), x(0) = 0,(54)554

f(x(t), u(t)) + F (u(t)) 3 0 for all t ∈ [0, T ].(55)555

Let N be a natural number and let the interval [0, T ] be divided into N subintervals [tk, tk+1], with t0 =556

0, tN = T , and with equal step-size h = T/N , that is, tk+1 = tk + h, k = 0, 1, . . . , N − 1. Consider the557

following iteration: starting from some (x0, u0), given (xk, uk) at time tk obtain the next iterate (xk+1, uk+1)558

associated with time tk+1 as a solution of the system559

xk+1 = xk + hg(xk, uk),(56)560

f(xk+1, uk) +Duf(xk+1, uk)(uk+1 − uk) + F (uk+1) 3 0,(57)561

for k = 0, 1, . . . , N − 1. Note that (56) determines xk+1 by an Euler step from (xk, uk) for the differential562

equation (54). Having xk+1, the control iterate uk+1 is obtained as a solution of the linear generalized563

equation (57) which is a Newton-type step for the discretized generalized equation (55). The iteration (56)–564

(57) resembles an Euler-Newton path-following (time-stepping) procedure aiming at obtaining a sequence565

{(xk, uk)}Nk=0 which represents a discrete approximation of a solution to the original DGE (54)–(55). The566

following theorem gives conditions under which the iteration (56)–(57) produces an approximate solution567

which is at distance O(h) from the reference solution (x̄, ū).568
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Theorem 20. Consider the DGE (54)–(55) with a reference solution (x̄, ū) at which condition (25) holds569

together with one of the equivalent statements (i)–(iii) in Theorem 15. Then there exist a natural number570

N0 and positive reals d̄, α and c̄ such that for each N ≥ N0, if the starting point is chosen to satisfy571

(58) x0 = 0 and ‖u0 − ū(0)‖ ≤ d̄h,572

then the iteration (56)–(57) generates a sequence {(xk, uk)}Nk=0 such that

(xk, uk) ∈ IBα((x̄(tk), ū(tk))), k = 1, . . . , N ;

in addition, there is no other sequence in IBα((x̄(tk), ū(tk))) generated by the method. Moreover, the following573

error estimates hold:574

(59) max
0≤k≤N

‖uk − ū(tk)‖ ≤ d̄(c̄+ 1)h and max
0≤k≤N

‖xk − x̄(tk)‖ ≤ c̄h.575

Proof. According to Theorem 13 the mapping v 7→ Gt(v) = f(x̄(t), v) + F (v) is strongly metrically576

regular at ū(t) for 0 uniformly in t ∈ [0, T ]; that is, there exist positive reals a, b and κ such that for each577

t ∈ [0, T ] the mapping IBb(0) 7→ G−1
t (y)∩IBa(ū(t)) is a Lipschitz continuous function with Lipschitz constant578

κ. Furthermore, from the assumed twice continuous differentiability of g and f there exists ν1 > 0 such that579

for every t ∈ [0, T ], every x ∈ IBa(x̄(t)), and every u ∈ IBa(ū(t)) we have580

(60) ‖f(x, u)− f(x̄(t), ū(t))‖ ≤ ν1(‖x− x̄(t)‖+ ‖u− ū(t)‖),581

582

(61) ‖g(x, u)− g(x̄(t), ū(t))‖ ≤ ν1(‖x− x̄(t)‖+ ‖u− ū(t)‖);583

and also that, for every t ∈ [0, T ], every x, x′ ∈ IBa(x̄(t)) and every u, u′ ∈ IBa(ū(t)),584

(62) ‖Duf(x, u)−Duf(x′, u′)‖ ≤ ν1(‖x− x′‖+ ‖u− u′‖).585

By Theorem 15 , the function t → (x̄(t), ū(t)) is Lipschitz continuous on [0, T ], hence there exists ν2 > 0
such that

‖x̄(s)− x̄(t)‖+ ‖ū(s)− ū(t)‖ ≤ ν2|t− s| for all t, s ∈ [0, T ].

Let586

(63) κ′ := 4κ, µ := 1/(2κ), and ν := max{1, ν1, ν2, κ
′},587

and then set588

(64) α := min{1, a/2, 1/(16κν), 4bκ/5} and β := 2α2ν.589

In the next step of the proof we prove the following claim:590

(65)

Given t ∈ [0, T ], x ∈ IBα2(x̄(t)), and u ∈ IBα(ū(t))
there is a unique ũ ∈ IBα(ū(t)) such that
f(x, u) +Duf(x, u)(ũ− u) + F (ũ) 3 0

and ‖ũ− ū(t)‖ ≤ ν2(‖u− ū(t)‖2 + ‖x− x̄(t)‖).

591

Fix t, x and u as required and consider the function

Rn 3 v 7→ Ψ(v) = Ψt,x,u(v) := f(x, u) +Duf(x, u)(v − u)− f(x̄(t), v) ∈ Rd.

We utilize Theorem 10 with (x̄, ȳ, F, g) replaced by (ū(t), 0, Gt,Ψ). By (63), κµ < 1 and κ′ > 2κ = κ/(1−µκ).
From (63) and (64) we get

α ≤ a/2, 2κ′β = (16κνα)α ≤ α,

and

2µα+ 2β =
α

κ
+ (4αν)α ≤ α

κ
+

α

4κ
=

5α

4κ
≤ b.
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To apply Theorem 10 we need to show that592

(66) ‖Ψ(ū(t))‖ < β and ‖Ψ(v)−Ψ(v′)‖ ≤ µ‖v − v′‖ whenever v, v′ ∈ IB2α(ū(t)).593

Noting that x ∈ IBα2(x̄(t)) ⊂ IBa(x̄(t)) and u+ s(ū(t)− u) ∈ IBα(ū(t)) ⊂ IBa(ū(t)) for any s ∈ [0, 1], using594

(60) and (62) we obtain595

(67)

‖Ψ(ū(t))‖ = ‖f(x, u) +Duf(x, u)(ū(t)− u)− f(x̄(t), ū(t))‖
≤ ‖f(x, u)− f(x, ū(t)) +Duf(x, u)(ū(t)− u)‖

+‖f(x, ū(t))− f(x̄(t), ū(t))‖
≤

∫ 1

0
‖[Duf(x, u)−Duf(x, u+ s(ū(t)− u))](ū(t)− u)‖ds+ ν‖x− x̄(t)‖

≤ ν‖ū(t)− u‖2
∫ 1

0
sds + ν‖x− x̄(t)‖.

596

Consequently, ‖Ψ(ū(t))‖ ≤ 1
2να

2 + να2 < 2να2 = β, which is the first inequality in (66). Pick any v,597

v′ ∈ IB2α(ū(t)) ⊂ IBa(ū(t)). Then v′ + s(v − v′) ∈ IB2α(ū(t)) for every s ∈ [0, 1] and sups∈[0,1] ‖u − [v′ +598

s(v − v′)]‖ ≤ 3α. Therefore, from (62),599

‖Ψ(v)−Ψ(v′)‖ = ‖Duf(x, u)(v − v′)− [f(x̄(t), v)− f(x̄(t), v′)]‖600

≤
∫ 1

0

‖[Duf(x, u)−Duf(x̄(t), v′ + s(v − v′))](v − v′)‖ds601

≤ ν(‖x− x̄(t)‖+ sup
s∈[0,1]

‖u− v′ − s(v − v′)‖) ‖v − v′‖602

≤ ν(α2 + 3α) ‖v − v′‖ ≤ 4αν‖v − v′‖.603

Since 4αν ≤ 1/(4κ) < µ by (64), the second inequality in (66) follows. Then Theorem 10 implies that the604

mapping605

(68) IBβ(0) 3 y 7→ (f(x̄(t), ·) + Ψ + F )−1(y) ∩ IBα(ū(t))606

is a Lipschitz continuous function with Lipschitz constant κ′ on IBβ(0). In particular, there is a unique
solution ũ in IBα(ū(t)) of

f(x̄(t), v) + Ψ(v) + F (v) 3 0.

Taking into account that ū(t) is the unique solution in IBα(ū(t)) of

f(x̄(t), v) + Ψ(v) + F (v) 3 Ψ(ū(t)),

and the first inequality in (66), we conclude that

‖ũ− ū(t)‖ ≤ κ′‖Ψ(ū(t))‖.

Using (67) and the fact that κ′ ≤ ν, we complete the proof of (65).607

Set608

(69) d̄ := ν2, λ := max{ν(1 + d̄), ν(ν + d̄)}, and c̄ := TλeλT .609

Next, choose an integer N0 > T so that610

(70) T c̄ ≤ α2N0 and T
(
d̄(2 + c̄)

)2 ≤ αN0.611

Let N ≥ N0 and let h := T/N . Then we have h < 1 and from (70),612

(71) c̄h ≤ α2 and
(
d̄(2 + c̄)

)2
h ≤ α.613

Let ci := λiheλih, i = 0, 1, . . . , N . We will show that the iteration (56)–(57) is sure to generate points614

{(xk, uk)}Nk=0 that satisfy the following inequalities:615

(72) ‖xi − x̄(ti)‖ ≤ cih and ‖ui − ū(ti)‖ ≤ d̄(1 + ci)h for i = 0, 1, . . . , N.616
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Let (x0, u0) satisfy (58); since c0 = 0, (72) hold for i = 0. Now assume that for some k < N the617

point (xk, uk) satisfies (72) for i = k. We will find a point (xk+1, uk+1) generated by (56)–(57) such that618

inequalities (72) hold for i = k + 1. Define xk+1 by (56). Clearly, c̄ = max0≤i≤N ci. By (71) and (64), we619

have xk ∈ IBa(x̄(tk)) and uk ∈ IBa(ū(tk)). Since ν ≥ 1, the second inequality in (71) implies that620

νh ≤ ν4h = d̄2h <
(
d̄(2 + c̄)

)2
h ≤ α ≤ a/2.621

Therefore x̄(s) ∈ IBa(x̄(tk)) and ū(s) ∈ IBa(ū(tk)) for all s ∈ [tk, tk+1]. Then, using (61),622

‖xk+1 − x̄(tk+1)‖ =

∥∥∥∥xk + hg(xk, uk)− x̄(tk)−
∫ tk+1

tk

g(x̄(s), ū(s))ds

∥∥∥∥623

≤ ‖xk − x̄(tk)‖+

∥∥∥∥∫ tk+1

tk

(g(x̄(s), ū(s))− g(xk, uk))ds

∥∥∥∥624

≤ ckh+

∫ tk+1

tk

(‖g(x̄(s), ū(s))− g(x̄(tk), ū(tk))‖+ ‖g(x̄(tk), ū(tk))− g(xk, uk)‖) ds625

≤ ckh+

∫ tk+1

tk

ν(‖x̄(s)− x̄(tk)‖+ ‖ū(s)− ū(tk)‖+ ‖x̄(tk)− xk‖+ ‖ū(tk)− uk‖)ds626

≤ ckh+ ν

∫ tk+1

tk

(2ν(s− tk) + ckh+ d̄h(ck + 1))ds627

= ckh+ νh2(ck + d̄(ck + 1)) + ν2h2 = ckh(1 + ν(1 + d̄)h) + h2ν(d̄+ ν)628

≤ ckh(1 + λh) + h2λ = h2λkekhλ(1 + λh) + h2λ629

≤ h2λke(k+1)hλ + h2λe(k+1)hλ = h2λ(k + 1)e(k+1)hλ = ck+1h.630

In particular, from the first inequality in (71), we get

‖xk+1 − x̄(tk+1)‖ ≤ c̄h ≤ α2.

Since ν ≥ 1, we also have631

(73)
‖uk − ū(tk+1)‖ ≤ ‖uk − ū(tk)‖+ ‖ū(tk)− ū(tk+1)‖ ≤ d̄(1 + ck)h+ νh

< d̄(2 + c̄)h < (d̄(2 + c̄))2h ≤ α.632

Using (65) with (t, x, u) := (tk+1, xk+1, uk) we obtain that there is uk+1 which is unique in IBα(ū(tk+1)) and633

satisfies (57). Combining the estimate from (65), (73), and the second inequality in (71), we get that634

‖uk+1 − ū(tk+1)‖ ≤ ν2(‖uk − ū(tk+1)‖2 + ‖xk+1 − x̄(tk+1)‖)635

≤ ν2
(
(d̄(1 + ck)h+ νh)2 + ck+1h

)
636

= ν2h
(
ck+1 + (d̄(1 + ck) + ν)2h

)
< ν2h

(
ck+1 + (d̄(2 + c̄))2h

)
637

≤ ν2h(ck+1 + α) ≤ d̄h(ck+1 + 1).638

The induction step is complete and so is the proof.639

The obtained error estimate of order O(h) is sharp in the sense that the optimal control ū is at most640

a Lipschitz continuous function of time in the presence of constraints. If however, ū has better smoothness641

properties, in line with the analysis in [8], by applying a Runge-Kutta scheme to the differential equation (54)642

and an adjusted Newton iteration to the generalized equation (55) would lead to a higher-order accuracy.643

This topic is left for future research.644

Finally, we note that time-stepping procedures for solving DVIs have been considered already in [23], see645

also the more recent papers [5] and [27] dealing with various discretization schemes. An extensive overview646

to time-stepping strategies for time-dependent variational inequalities is presented in [9]. The Euler-Newton647

path following procedure we deal here is different from the time-stepping schemes considered in those papers648

and the error estimate obtained is a first result in the direction of rigorous numerical analysis of dynamical649

systems of the kind of DGE.650
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A numerical example. As an illustration we consider a slight (nonlinear) modification of the model of a651

half-ware rectifier considered in [28, Chapter 1.3.1]. It consists of the differential variational system652

˙̄x(t) =

(
−0.5 −1

2 0

)
x̄(t) +

(
0
1

)
u(t),653

x1(t) + arctan(u(t)) ∈ F (u(t)),654

where x̄ = (x1, x2) ∈ R2, u ∈ R, and655

F (u) =

 ∅ if u < 0,
[0,+∞) if u = 0,
{0} if u > 0.

656

We mention that the inclusion in the above system is equivalent to the complementarity condition657

0 ≤ (x1(t) + arctan(u(t))) ⊥ u(t) ≥ 0.658

The graphs of the exact solution (x̄(t), u(t)) and of two approximate solutions are presented in Fig. 6.1.659
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Fig. 6.1. The exact solution (state x1 on the left and control u on the right) and the Euler-Newton approximations with
step sizes h = 1/16 and h = 1/64.

The table below presents the errors ehu = maxk=0,N{‖uk − u(tk)‖} and ehx̄ = maxk=0,N{‖xk − x̄(tk)‖}660

for various values of h = T/N . On the last line we give the values of the ratios rhu = ehu/e
h/4
u , which, due to661

the estimation in Theorem 20, are expected to be in average not smaller than 4. This is supported by the662

computation.663

Table 1
The errors ehu and ehx̄ for various values of h and the ratios rhu.

h 1/4 1/16 1/64 1/256 1/1024 1/4096

ehu 0.1980 0.0302 0.0068 0.0016 0.000384 0.00007

ehx̄ 0.1908 0.0299 0.0067 0.0016 0.000382 0.00007

rhu 6.55 4.44 4.25 4.19 5.00
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