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Introduction

▶ What is life?

▶ It can be seen as a process of making decisions under uncertainty

▶ Mathematical modelling of decision makers’ preferences is challenging

▶ Decision makers (economic agents) may have different attitudes toward:

▶ time, i.e., consume now or later

▶ risk, i.e., take more (e.g., financial) risk or less risk

▶ temporal resolution of uncertainty, i.e., is information measurable earlier or later
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Examples of models that separate time and risk attitude
▶ Recursive utility (Kreps and Porteus (1978), Epstein and Zin (1989)):

Jtn(c) = W
(
ctn ,Mtn

(
Jtn+1(c)

))
W = intertemporal aggregator
Mtn = time-tn certainty equivalent of future continuation value Jtn+1

▶ Aggregation of CEs (Selden (1978), Jensen and Steffensen (2015)):

Jtn(c) = ψ

(
N∑

k=n

δtk−tnφ
(
U−1

(
Etn

[
U (ctk )

])))
Ψ: time-global transformation ; tn : time preferences ; φ: pref. w.r.t. (local) CEs

▶ Kihlstrom–Mirman model (Kihlstrom and Mirman (1974), Kihlstrom (2009)):

Jtn(c) = Etn

[
Φ

(
N∑

k=n

H
(
tk , ctk , tn

))]
Φ: risk aggregation ; tn : time preferences ; H: general utility including discounting



How to find “optimal” decisions in those models?

▶ Optimal control theory is the usual toolbox, which relies on the Bellman principle:

“A plan for the future deemed optimal at an earlier point in time will
remain optimal” - Björk et al. (2021)

“An optimal policy has the property that whatever the initial state and initial
decision are, the remaining decisions must constitute an optimal policy

with regard to the state resulting from the first decision.” – Bellman (1957)

▶ For recursive utility this principle applies, i.e., the problem is time consistent

▶ Aggregation of certainty equivalents and KM models are time inconsistent as
current utility cannot be separated from future utility by construction:

Decision optimal at an earlier point in time may become suboptimal later.

▶ What is the “optimal” behavior for time-inconsistent (TI) problems?



Time inconsistent decision-making problems
▶ Strotz (1956) identifies three types of behaviour in TI scenarios:

1. pre-committment = follow the plan determined at the initial time

2. myopic (naive) = recalculate the course of action at each time point

3. consistent planning = problem as a non-cooperative game & reach an equilibrium

↷ In all 3 Bellman principle fails due to aggregation of future utilities.

▶ We focus on consistent planning strategies, which we call equilibrium ones.

▶ To find equilibrium strategies, we use equilibrium control theory.

▶ Björk et al. (2021) study equilibrium strategies for KM preferences in discrete time

▶ We generalize the results of Björk et al. (2021) to continuous time.
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Basic notation

▶ T := [0,T ] – the decision-making (DM) period, where T ∈ (0,∞)

▶ {t0 = 0, t1, . . . , tN = T} – a partition of the DM period

▶ X u = {X u
tn}

N
n=0 – a controlled Markov process (state process)

▶ X – the set of values that X u can attain

▶ u = {utn(X
u
tn)}

N
n=0 – a control law (in a feedback form as it depends on X u

tn)

▶ A – the set of admissible controls



Kihlstrom–Mirman preferences in discrete time Back to KM CT Back to value function

▶ The general reward functional of an agent with KM preferences is:

Jtn(x ,u) = Etn,x

[
Φ

(
N∑

k=n

H
(
tk ,X

u
tk
,utk

(
X u
tk

)
, tn
))]

, where (1)

H : T × C × T → R is a discounted utility, Φ : R → R is nonlinear and increasing
▶ Example – CRRA-CES specification of (1)

Jtn (x , c) = Etn,x

 1
1 − α

(
N∑

k=n

δtk−tn
(
ctk
(
X u
tk

)) ρ) 1−α
ρ

 , where

α ≥ 0 is RRA, (1 − ρ)−1 is elasticity of intertemporal substitution, ρ < 1.
▶ Attention: This is different from classical recursive utility (CRU), as in CRU the

coefficents of RRA and ES are given as the inverse of each other!



CRRA-CES example: RRA as per Kihlstrom and Mirman (1974)

▶ We now have a different way of defining relative risk aversion (RRA) - one that
generalizes the standard (single-argument) Arrow-Pratt measure of risk aversion!

▶ The least concave representation of a consumption bundle c is obtained by the
aggregation of all discounted future consumption streams:

U0
tn (c) :=

(
N∑

k=n

δtk−tnc ρ
tk

)1/ρ

▶ For a strictly concave function v : R → R, the RRA of Utn (c) := v
(
U0
tn (c)

)
is

−
U0
tn (c) v

′′ (U0
tn (c)

)
v ′
(
U0
tn (c)

)
↷ This is now based on a multi-attribute utility, which separates risk and time!

▶ Choosing v(x) = x1−α/(1 − α) as a CRRA function, yields α as RRA coefficient



Equilibrium control - respectively Nash equilibrium

Fix tn ∈ {0, t1, . . . ,T}, x ∈ X , and a pair of controls u, û ∈ A. Define utn ∈ A s.t.:

utn
tk (x) =

{
utn(x), for tk = tn, (yourself)
ûtk (x), for tk ∈ {tn+1, . . . ,T}. (competitive agents)

If, for every fixed tn ∈ {0, t1, . . . ,T}, x ∈ X , it holds that

sup
utn (x)∈A(tn,x)

Jtn
(
x ,utn

)
= Jtn (x , û) ,

then û is referred to as an equilibrium control law (maximizing w.r.t. to others).

→ Preview: In CT we need to maximize a kind of first order derivative as in CT each
agent has only impact on the control on a time set of Lebesgue measure zero.
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Equilibrium value function and an auxiliary function
The equilibrium value function V̂ = {V̂tn}Nn=0 is given by:

V̂tn(x) := Jtn(x , û)
(1)
= Etn,x

[
Φ

(
N∑

k=n

H
(
tk ,X

û
tk
, ûtk

(
X û
tk

)
, tn
))]

For deriving recursions, we fix the dependence on current time tm ∈ {0, t1, . . . , tn}.

Define an auxiliary function f u = {f u
tn }

N
n=0 for tm ∈ {0, t1, . . . , tn}:

f u
tn (x , z , tm) := Etn,x

[
Φ

(
N∑

k=n

H
(
tk ,X

u
tk
,utk

(
X u
tk

)
, tm
)
+ z

)]
,

for any (x , z , tm) ∈ X × R× {0, t1, . . . , tn} and u ∈ A. Special cases:

f u
tn (x , 0, tn) = Jtn(x ,u), f û

tn (x , 0, tn) = V̂tn(x)

Intuition for z: Tracking variable - keeps track of current utility H of intermediate
decisions from tn to tn+1 which cannot be factored out of CE at later points in time.
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Extended Bellman system (Proposition 6.3 in Björk et al. (2021))
Using the tower property, f u

tn satisfies the following recursions:

f û
tn (x , z , tm) = Etn,x

[
f û
tn+1

(
X û
tn+1

,H (tn, x , ûtn(x), tm) + z , tm
)]
,

f û
T (x , z , tm) = Φ

(
H
(
T , x , ûT (x), tm

)
+ z
)
.

(2)

The extended Bellman system is given by (set tm = tn and z = 0)

V̂tn(x) = sup
utn (x)∈A(tn,x)

Etn,x

[
f û
tn+1

(
X utn

tn+1
,H (tn, x ,utn(x), tn) , tn

) ]
,

V̂T (x) = sup
uT (x)∈A(T ,x)

Φ
(
H(T , x ,uT (x),T )

)
.

(3)

Classic Bellman equation – for Φ(y) = y and H(. . . ) = H(X u
tk
,utk (X

u
tk
)), i.e., no future

dependence:

V̂tn(x) = sup
utn (x)∈A(tn,x)

{
H (x ,utn(x)) + Etn,x

[
V̂tn+1

(
X utn

tn+1

) ]}
.
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T , x , ûT (x), tm

)
+ z
)
.

(2)

The extended Bellman system is given by (set tm = tn and z = 0)

V̂tn(x) = sup
utn (x)∈A(tn,x)

Etn,x

[
f û
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tn+1

(
X û
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,H (tn, x , ûtn(x), tm) + z , tm
)]
,

f û
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Kihlstrom–Mirman preferences in continuous time

▶ (Ω,F ,P) – probability space

▶ F := (Ft)t∈T – standard filtration generated by 1-dim. Wiener proc.
W := (Wt)t∈T

▶ X u := (X u
t )t∈T – controlled state process taking values in X ⊆ R, with SDE:

dX u
t = µ(t,X u

t ,u(t,X
u
t ))dt + σ(t,X u

t ,u(t,X
u
t ))dWt , X u

0 = x0 ∈ X , (4)

where:
◦ µ : T × X × Rd → R is a continuous mapping representing the controlled drift

◦ σ : T × X × Rd → R is a continuous mapping representing the controlled volatility

◦ u : T ×X → Rd is a control law chosen by the agent, for some dimensionality d ∈ N

▶ Whenever there is no confusion, we will write for brevity u(t) := u(t,X u
t )



Kihlstrom–Mirman reward functional - cf. De Gennaro Aquino et al. (2024)

▶ The agent’s reward functional is given by

J(t, x ,u) = Et,x

Φ
 T∫

t

H(s,X u
s ,u(s,X

u
s ), t) ds + G (X u

T , t)

 , (5)

where

◦ G : X × T → R represents the discounted utility of terminal state

◦ H : T × X × Rd × T → R is the discounted utility of intermediate decisions,
continuous

◦ Φ : R → R is an increasing function

▶ Recall the DT KM-functional (1).



Admissible controls

▶ A control u is admissible if, for all (t, x) ∈ T × X , the following conditions hold:

(i) u(t, x) ∈ A(t, x), where A : T × X → 2R
k

is a continuous set-valued function
representing the admissible values attained by u(t, x).

(ii) The SDE (4) has a unique strong solution X u .

(iii) J(t, x ,u) is well defined and finite.

▶ The set of admissible controls is denoted by A.



Equilibrium control

▶ Consider a point (t, x) ∈ [0,T )×X , a pair of controls û,u ∈ A, and a real
number h ∈ (0,T − t]. Define a new control uh ∈ A by setting

uh(s, y) =

{
u(s, y), for t ≤ s < t + h, y ∈ X ,
û(s, y), for t + h ≤ s < T , y ∈ X .

▶ If for any u ∈ A and (t, x) ∈ [0,T )×X the following inequality holds

lim inf
h↓0

J(t, x , û)− J(t, x ,uh)

h
≥ 0,

then û is an (intrapersonal) equilibrium control.
▶ If we do not divide by h, in most models limh→0 J(t, x , û)− J(t, x ,uh) = 0
▶ Also called intrapersonal equilibrium since it can be viewed as a game between

different future manifestations of one’s own preferences.



Equilibrium value function and an auxiliary function Back to verification Back to challenges

When û exists, the corresponding equilibrium value function V̂ is defined as

V̂ (t, x) := J(t, x , û) (6)

For any u ∈ A, (t, x , z , τ) ∈ T ×X ×R× [0, t], the auxiliary function f u is defined by

f u(t, x , z , τ) = Et,x

Φ
 T∫

t

H(s,X u
s ,u(s), τ) ds + G (X u

T , τ) + z

 (7)

Analogue to DT, τ ∈ [0, t] fixes the dependence on current time (tm in DT).

f u(t, x , 0, t) = J(t, x ,u), f û(t, x , 0, t) = J(t, x , û) = V̂ (t, x)

Remark: This is the exact CT analogue to the auxiliary function f u = {f u
tn }

N
n=0.



Auxiliary stochastic processes and differential operator

▶ For an arbitrary fixed τ ∈ [0, t], introduce an auxiliary Zu = (Zu
s )s∈[t,T ] with

dZu
s = H(s,X u

s ,u(s), τ)ds, Zu
t = z

This stochastic process is the analogue to z and keeps track of the current utility
from t to t + h at later points in time .

▶ Let ξ : (t, x , z , τ) ∈ T ×X ×R×T 7→ R such that ξ ∈ C1,2,1,1 (T × X × R× T ).

Then for any u ∈ A, the controlled infinitesimal operator Du applied to ξ is def. as

Duξ(t, x , z , τ) = ∂tξ(t, x , z , τ) + µ(t, x ,u(t, x))∂xξ(t, x , z , τ)

+
1
2
(σ(t, x ,u(t, x)))2 ∂xxξ(t, x , z , τ)

+ H(t, x ,u(t, x), τ)∂zξ(t, x , z , τ) + ∂τξ(t, x , z , τ),

where ∂y ξ(y , ·) (∂yy ξ(y , ·)) denotes the partial derivatives in y .



Function space L2(X u)

Consider an arbitrary u ∈ A. ξ is said to belong to L2(X u) if:

1. ξ ∈ C1,2,1,1 (T × X × R× T )

2. for any (t, x , z , τ) ∈ [0,T )×X × R× [0, t], there exists h̄ ∈ (0,T − t) s. t.

Et,x ,z

[
sup

0≤h≤h̄

∣∣∣∣∣
∫ t+h

t

1
h
Duξ(s,X u

s ,Z
u
s , τ)ds

∣∣∣∣∣
+

∫ t+h̄

t

(
∂xξ(s,X

u
s ,Z

u
s , τ)σ

(
s,X u

s ,u(s,X
u
s )
))2

ds

]
<∞,

where Et,x ,z [·] denotes the conditional expectation given X u
t = x and Zu

t = z



Characterization of the auxiliary function

▶ Let u ∈ A. Then f u satisfies the recursion (analogue to discrete time)

f u(t, x , z , τ) = Et,x

f u

t + h,X u
t+h,

t+h∫
t

H(s,X u
s ,u(s), τ) ds + z , τ

 ,
f u(T , x , z , τ) = Φ (G (x , τ) + z)

for any (t, x , z , τ) ∈ [0,T )×X × R× [0, t], and h ∈ [0,T − t]

▶ If f u|τ ∈ L2(X u), then f u|τ solves

Du f u|τ (t, x , z) = 0,

where f u|τ (t, x , z) indicates that τ ∈ [0, t] is arbitrary but fixed.



The extended Hamilton-Jacobi-Bellman (HJB) system

▶ Starting with the discrete-time system (3), we can heuristically derive an extended
HJB system by taking the proper limit of (3):

0 = sup
u∈A(t,x)

{DuV (t, x) + ∂z f (t, x , 0, t)H(t, x , u, t)−∂τ f (t, x , 0, t)} , (S1)

0 = Dû f |τ (t, x , z), (S2)
V (T , x) = Φ (G (x ,T )) , (S3)
f (T , x , z , τ) = Φ (G (x , τ) + z) , (S4)

for (t, x , z , τ) ∈ [0,T )×X × R× [0, t].

▶ The novelty lies in the term ∂z f (t, x , 0, t)H(t, x , u, t).

▶ The time-inconsistency induced by the non-linearity of Φ is encoded in the
z-derivative of f at z = 0, which becomes an adjustment factor of H.1

1When Φ is the identity function, i.e. Φ(y) = y , we have ∂z f (t, x , 0, t) = 1.



Heuristic proof of the convergence from DT to CT
▶ Recall the discrete-time Bellman equation as in (3) with u := utn(x):

V̂tn(x) = sup
u∈A(tn,x)

Etn,x

[
f û
tn+1

(
X utn

tn+1
,H (tn, x , u, tn) , tn

) ]

▶ Using Etn,x

[
V̂tn+1(X

utn

tn+1
)
]
= Etn,x

[
f û
tn+1

(
X utn

tn+1
, 0, tn+1

)]
, we obtain

V̂tn(x) = sup
u∈A(tn,x)

{
Etn,x

[
V̂tn+1(X

utn

tn+1
)
]
+ Etn,x

[
f û
tn+1

(
X utn

tn+1
,H(tn, x , u, tn), tn

)]
−Etn,x

[
f û
tn+1

(
X utn

tn+1
, 0, tn+1

)]}
.

▶ Thus, for any utn , the following inequality holds:

0 ≥ Etn,x

[
V̂tn+1(X

utn

tn+1
)
]
− V̂tn(x)

+ Etn,x

[
f û
tn+1

(
X utn

tn+1
,H(tn, x ,utn

tn (x), tn), tn
)]

− Etn,x

[
f û
tn+1

(
X utn

tn+1
, 0, tn+1

)]
.
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tn+1

(
X utn

tn+1
, 0, tn+1

)]}
.

▶ Thus, for any utn , the following inequality holds:

0 ≥ Etn,x

[
V̂tn+1(X

utn

tn+1
)
]
− V̂tn(x)

+ Etn,x

[
f û
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Heuristic proof of the convergence from DT to CT
▶ We obtain for a general control uh ∈ A by writing V instead of V̂ , uh instead of

utn , and replacing tn by t as well as tn+1 by t + h, with h = tn+1 − tn:

0 ≥ Et,x

[
V (t + h,X uh

t+h)
]
− V (t, x)

+ Et,x

f
t + h,X uh

t+h,

t+h∫
t

H(s,X uh
s ,uh(s), t) ds, t

− Et,x

[
f
(
t + h,X uh

t+h, 0, t + h
)]

▶ Subtracting and adding the term Et,x

[
f
(
t + h,X uh

t+h, 0, t
)]

, dividing the above
inequality by h > 0, and taking the limit as h ↓ 0, we anticipate to obtain

0 ≥ DuV (t, x) + ∂z f (t, x , 0, t)H(t, x , u, t)− ∂τ f (t, x , 0, t).

▶ Taking the supremum gives us the desired extended HJB equation.
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Formal proof: Verification theorem
Assume that the following conditions are satisfied:

(C1) An admissible equilibrium control û exists and realizes the sup in (S1).
(C2) V (t, x) and f (t, x , z , τ) solve the extended HJB system (S1)-(S4).
(C3) V , f ∈ L2(X u) for any u ∈ A.
(C4) For any u ∈ A, there exists h > 0 such that

sup
h∈(0,h), η:Ω→[t,t+h]

Et,x ,0

[∣∣∂z f (t + h,X u
t+h,Z

u|t
η , t)H(η,X u

η ,u(η,X
u
η ), t)

∣∣] <∞.

(C5) For any u ∈ A, there exists h > 0 such that

sup
h∈(0,h), ι:Ω→[t,t+h]

Et,x

[∣∣∂τ f (t + h,X u
t+h, 0, t)

∣∣+ ∣∣fττ (t + h,X u
t+h, 0, ι)h

∣∣] <∞.



Verification theorem

Then we have:

(R1) f (t, x , z , τ) = f û(t, x , z , τ) and has the probabilistic representation (7).

(R2) V (t, x) = J(t, x , û) for û realizing the sup in (S1).

(R3) û is an equilibrium control.

(R4) V̂ (t, x) = V (t, x) is the equilibrium value function and has the probabilistic
representation (6).
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Financial market, controls and controlled process

▶ Two assets – a risk-free asset B and a risky asset S with price dynamics

dBt = Btrdt, B0 = 1,
dSt = St (r + λ) dt + StσdWt , S0 = s0 ∈ R+,

▶ u(t, x) := (π(t, x), c(t, x)), where x is the state variable (wealth) and:

◦ π(t, x) – the fraction of wealth invested in S

◦ c(t, x) – the consumption rate

▶ The controlled process (state, wealth)
(
Xπ,c
t

)
t∈T solves

dXπ,c
t =

(
X π,c
t

(
r + λπ(t,Xπ,c

t )
)
− c(t,Xπ,c

t )
)
dt + Xπ,c

t π(t,X π,c
t )σdWt ,

Xπ,c
0 = x0 ∈ R+.



Reward functional Back to KM vs. ET

▶ In the general form (5) of the KM reward functional:

J(t, x ,u) = Et,x

Φ
 T∫

t

H(s,X u
s ,u(s,X

u
s ), t) ds + G (X u

T , t)



set Φ(x) =
1

1 − α
x

1−α
ρ , H(s, x , (π, c), t) = e−δ(s−t)cρ, G (x , t) = e−δ(T−t)xρ.

▶ CRRA-CES reward functional in continuous time:

J(t, x , (π, c)) = Et,x

 1
1 − α

 T∫
t

e−δ(s−t) (c(s))ρ ds + e−δ(T−t)
(
X π,c
T

)ρ
1−α
ρ


(8)
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Extended HJB system for CRRA-CES decision maker

The extended HJB system is given by

0 = sup
(π,c)∈A(t,x)

{
∂tV (t, x) + ∂xV (t, x)(x(r + πλ)− c) +

1
2
∂xxV (t, x)σ2π2x2

+∂z f (t, x , 0, t)cρ − ∂τ f (t, x , 0, t)
}
,

0 = Dπ̂,ĉ f |τ (t, x , z),

V (T , x) =
1

1 − α
x1−α,

f (T , x , z , τ) =
1

1 − α

(
e−δ(T−τ)xρ + z

) 1−α
ρ
.

(9)

for all (t, x , z , τ) ∈ [0,T )×X × R× [0, t].



Challenges and probabilistic representation

▶ (9) appears challenging, mainly due to f (function of 4 variables).

▶ We obtain an equivalent system using the probabilistic representation of V and f :

V (t, x) = Et,x

 1
1 − α

 T∫
t

e−δ(s−t) (ĉ(s))ρ ds + e−δ(T−t)
(
X π̂,ĉ
T

)ρ
1−α
ρ

 ,

f (t, x , z , τ) = Et,x

 1
1 − α

 T∫
t

e−δ(s−τ) (ĉ(s))ρ ds + e−δ(T−τ)
(
X π̂,ĉ
T

)ρ
+ z


1−α
ρ

 .
▶ Recall: V (t, x) = J(t, x , û) and f (t, x , z , τ) is given via (7).



Alternative characterization of an equilibrium control
Using the specific expressions for fz and fτ , the extended HJB system (9) can be
written in the form

0 = sup
(π,c)∈A(t,x)

{
∂tV (t, x) + ∂xV (t, x)(x(r + πλ)− c) +

1
2
∂xxV (t, x)σ2π2x2

+
1
ρ
Ṽ (1)(t, x)cρ − δ

1 − α

ρ
V (t, x)

}
,

0 = Ṽ
(k)
t (t, x) + ∂x Ṽ

(k)(t, x)(x(r + π̂λ)− ĉ) +
1
2
∂xx Ṽ

(k)(t, x)σ2π̂2x2

+

(
1 − α

ρ
− k

)
Ṽ (k+1)(t, x)ĉ ρ − δ

(
1 − α

ρ
− k

)
Ṽ (k)(t, x),

V (T , x) =
1

1 − α
x1−α,

Ṽ (k)(T , x) = x1−α−kρ for k ∈ {1, 2, 3, . . . }

(10)

This is an infinte system of PDEs as Ṽ
(1)
t depends recursively on all following Ṽ

(k)
t !



An equilibrium investment-consumption strategy
By employing FOCs and separation of x and t we obtain:

π̂(t, x) =
λ

ασ2 and ĉ(t, x) = x

(
A(t)

A(1)(t)

) 1
ρ−1

,

where A(t) and A(1)(t) are computed from the following system of ODEs:

0 = ∂tA(t) + (1 − α)A(t)

(
r +

λ2

2ασ2 − δ

ρ

)
− (1 − α)

(
1 − 1

ρ

)
(A(t))

ρ
ρ−1 (A(1)(t))−

1
ρ−1 ,

0 = ∂tA
(k)(t) + (1 − α− kρ)A(k)(t)

(
r +

λ2

2ασ2 − δ

ρ
− kρ

λ2

2α2σ2

)
− (1 − α− kρ)A(k)(t)

(
A(t)

A(1)(t)

) 1
ρ−1

+

(
1 − α

ρ
− k

)
A(k+1)(t)

(
A(t)

A(1)(t)

) ρ
ρ−1

,

A(T ) = 1,A(k)(T ) = 1, k ∈ {1, 2, 3, . . . }

Note: If 1−α
ρ = k , i.e. an integer, then the system is truncated at that integer!



Link to Epstein-Zin (EZ) utility Back to KM vs. EZ

▶ Consider CRRA-CES continuous-time EZ utility:

J(t) = Et,x

[∫ T

t
m
(
c(s), J(s)

)
ds +

1
1 − α

(
Xπ,c
T

)1−α
]
,

with m(c , J) :=
1 − α

ρ
δJ

(
cρ
(

1
(1 − α)J

) ρ
1−α

− 1

)
,

(11)

where α = RRA, ρ = ES (= 1/RRA), and δ = time preference.
▶ The optimal decisions for an agent with (11) are known in closed form:

π∗EZ (t, x) =
λ

ασ2 , c
∗
EZ(t, x) =

x

a(t)
,

where a(t) =
1
ν
+

(
1 − 1

ν

)
eν(t−T ), ν =

δ

1 − ρ
+

(
1 − 1

1 − ρ

)(
r +

λ2

2ασ2

)
▶ Note: Yields time-dependent consumption as in KM model.



Average consumption (figures from De Gennaro Aquino et al. (2024))

(a) Average consumption for KM preferences (b) Average consumption for EZ preferences



Average wealth (figures from De Gennaro Aquino et al. (2024))

(a) Average wealth for KM preferences (b) Average wealth for EZ preferences



Comparison of KM and EZ preferences

▶ The actual values of consumption and wealth are very similar but not the same.

▶ Both models align on a fundamental level of constant EIS and RRA.

▶ For deterministic c̄ := (c̄t)t∈T , EZ and KM models yield the same decisions, as:

▶ In a first step, we obtain from (8) for deterministic c̄ :

U c̄
t :=

1
1 − α

(∫ T

t
e−δ(s−t)(c̄s)

ρds + e−δ(T−t)(X c̄
T )

ρ

) 1−α
ρ

▶ In a second step, differentiating w.r.t. t and integration by parts we obtain

U c̄
t =

∫ T

t

(
1
ρ
(c̄(s))ρ

(
(1 − α)U c̄

s

)1− ρ
1−α − δ

1 − α

ρ
U c̄
s

)
ds +

1
1 − α

(X c̄
T )

1−α.

▶ This is very similar to EZ preferences as given by (11).

▶ Consistent with observations made by Kihlstrom himself - cf. Kihlstrom (2015).
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Summary
▶ Kihlstrom-Mirman preferences :

◦ separate risk aversion and the elasticity of intertemporal substitution

◦ are time-inconsistent, i.e., do not admit the Bellman principle of optimality

▶ We derive and verify equilibrium decisions in continuous-time environments.

▶ Future research directions:

◦ links between general KM preferences and EZ preferences on the fundamental level

◦ forward-backward looking KM preferences:
Et,x

[
Φ
(∫

s≥0 H(s,u(s),X u
s , t)ds

)]
, t ≥ 0

↷ This yields a path-dependent notion of TI.

◦ implications for concrete decision-making problems in economics, finance, and
insurance

◦ Continuous notion(s) of temporal resolution of uncertainty.



Which lottery do you prefer? Illustrations taken from Strzalecki (2013).

▶ Say, you prefer info at time 2 rather than time 3 (early resolution of uncertainty).
▶ For T > 3, one would need to establish an ordering for every pair of dates.
▶ So it is unclear what happens if, say, one prefers info at 2 over 3, but 4 over 3.
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Thank you!

Figure: Our paper as PDF: https://arxiv.org/pdf/2407.16525

https://arxiv.org/pdf/2407.16525


Time-additivity of the RU functional and CRRA-CES specification

▶ Time-additivity is obtained if both the CE and aggregator are linear, i.e.,

Mtn

(
Jtn+1(c)

)
= Etn

[
Jtn+1(c)

]
and

W
(
ctn ,Mtn

(
Jtn+1(c)

))
= H(ctn) + δtn+1−tnMtn

(
Jtn+1(c)

)
.

▶ For a CES aggregator and CRRA certainty equivalent, (3) assumes the popular
specification

Jtn(c) =
(
c ρ
tn + δtn+1−tn

(
Etn

[(
Jtn+1(c)

)1−α
]) ρ

1−α
) 1

ρ
.


	Life, preferences, and decisions
	Kihlstrom–Mirman preferences in discrete time
	Kihlstrom–Mirman preferences in continuous time
	Application to a consumption-investment problem
	Summary and concluding remarks
	References

