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Disclaimer 
This deliverable describes the work and findings of the AI-Based Privacy-
Preserving Big Data Sharing for Market Research (Anonymous Big Data 
(ANITA)) project. 

The authors of this document have made every effort to ensure that its 
content was accurate, consistent and lawful. However, neither the project 
consortium as a whole nor the individual partners that implicitly or explicitly 
participated in the creation and publication of this deliverable are 
responsible for any possible errors or omissions as well as for any results and 
actions that might occur as a result of using the content of this document. 
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1 Summary 
The simulation study leveraged the Virtual Data Lab (see D4.1.) to 
benchmark the three included synthesizers across the four included mixed-
type sequential datasets (CDNOW, BERKA, MLB, RETAIL) across all 
introduced accuracy and privacy metrics. In addition, MOSTLY AI’s 
proprietary synthetic data solution has been integrated into these 
benchmarks via the provided virtual data lab interface. All computations 
were performed on Google cloud GPU resources. 

 
Key findings: 

• IdentitySynthesizer and ShuffleSynthesizer exhibit best scores with 
respect to the univariate accuracy measures 

• IdentitySynthesizer does not pass the privacy tests – this is as 
expected, and validates the proper functioning of the privacy tests 

• ShuffleSynthesizer, which randomly shuffles all columns across all 
records, destroys the multi-variate information and thus results in 
worse scores for all except the univariate measures 

• FlatAutoEncoderSynthesizer, which is a fully-connected Auto-
Encoder adapted to sequential data, passes the privacy tests, 
however, achieves very poor accuracy results. It isn’t able to capture 
the univariate statistics well, hence also yields poor scores for higher-
level accuracy metrics, that are even lower than for the 
ShuffleSynthesizer. Note, that the FlatAutoEncoderSynthesizer was 
included into the Virtual Data Lab as a proof-of-concept, and as 
demonstration for the implementation of custom AI-based 
synthesizers. 

• The MOSTLY synthesizer passes all privacy tests, and remains close to 
the higher-level statistical distributions. These include multi-variate 
relations, as well as the introduced coherence measures. 

 
Note, that all further simulation results related to WP5 are presented 
together with the corresponding WP5 deliverables. 
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2 SDGym Benchmarks 
In addition to the planned simulation study on top of Virtual Data Lab, an 
extensive benchmarking study was performed for non-sequential mixed-
type datasets, on top of MIT’s SDgym library. Detailed results were published 
at https://mostly.ai/2020/09/25/the-worlds-most-accurate-synthetic-data-
platform/  

• Six synthesizers:  
o CTGAN 
o MedGAN 
o TableGAN 
o TVAE 
o VEEGAN 
o MOSTLY 

 
• Four single-table mixed-type datasets 

o adult: ~23’000 training records, 10’000 holdout records, with 14 
mixed-type attributes and one binary target variable (24% class 
imbalance) 

o census: ~200’000 training records, ~100’000 holdout records, 
with 40 mixed-type attributes and one binary target variable 
(6% class imbalance) 

o credit: ~265’000 training records, ~20’000 holdout records, with 
29 numeric attributes and one binary target variable (0.17% class 
imbalance) 

o news: ~33’000 training records, 8’000 holdout records, with 58 
mixed-type attributes and one numeric (log-transformed) 
target variable 

 

 

https://mostly.ai/2020/09/25/the-worlds-most-accurate-synthetic-data-platform/
https://mostly.ai/2020/09/25/the-worlds-most-accurate-synthetic-data-platform/
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Key Findings: 
• MOSTLY significantly outperforms existing open-source data 

synthesizers. 
• This is true for the utility of downstream Machine Learning tasks, 

across a range of ML models and a range of ML accuracy metrics. But 
this is in particular true when it comes to the representativeness of 
the synthetic data measured as statistical distances. 

• These findings are consistent across all benchmarked datasets. 
 

3 Assessment Framework Benchmarks 
We further developed an empirical holdout-based assessment framework 
for mixed-type synthetic data, and applied it to seven synthesizers, and four 
publicly available datasets. The key idea is to split an original dataset into a 
training dataset T, and a holdout dataset H, and derive the synthetic dataset 
S purely based on the training dataset T. This allows to then assess both the 
fidelity (i.e., the representativeness in terms of statistical distances) and the 
privacy of synthetic data in relation to a holdout data. In order to handle 
mixed-type data we proposed to discretize all variables and introduce an 
upper limit for the maximum cardinality. 
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The seven synthesizers included were 

• CTGAN 
• CopulaGAN 
• GaussianCopula 
• TVAE 
• Gretel.ai 
• MOSTLY 
• Synthpop 

The four mixed-type datasets were 

• Adult: 48,842 rows, 15 attributes 
• Credit-default: 30,000 rows, 24 attributes 
• Marketing: 45,211 rows, 17 attributes 
• Online-shoppers: 12,330 rows, 18 attributes 

These are the key results of the study: 
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When visualized via a privacy-utility scatterplot, the clear relationship 
emerges between these two targets, whereas the holdout data serves as a 
north star, in terms of what is maximum achievable. 
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Further details are available at https://arxiv.org/abs/2104.00635 (preprint), or 
then in the upcoming paper by Platzer & Reutterer in Frontiers in Big Data. 

 

https://arxiv.org/abs/2104.00635
https://www.frontiersin.org/journals/big-data
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