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TOPIC: TOWARDS PERFECTION - LEARNING TO PLAY A GAME WITH 
INCOMPLETE INFORMATION 

Incomplete information is the norm in most aspects of humans’ lives. Many card games are 
popular and very tangible examples of a situations where players need to handle a partly 
observable state and make the most out of it (winning). The fact that an important part of the 
environment, which is often represented by the opponents’ cards, is not observable forces the 
players to make assumptions and compute estimates. 

In the last years, games of complete information, such as Go, have been solved almost 
perfectly by applying an optimization approach called Reinforcement Learning (RL). 
Reinforcement Learning, as a subarea of machine learning, is concerned with choosing 
optimum actions in an environment by maximizing a cumulative reward signal. Very recently, 
also games with incomplete information, such as Dota 2, have been tackled using RL. 

The goal of this bachelor thesis is to use Reinforcement Learning to teach an agent the Austrian 
game “Schnapsen”. Our industry partner, craftworks GmbH, will provide you with a simulation 
of the game written in Python and an experienced industry advisor. Your task is to use the 
simulation to build a Reinforcement Learning agent that masters the game. You are expected 
to evaluate different approaches to solving it using RL and evaluate the results following best-
practices. 

While the application in this thesis focuses on a simulation game, the method also holds 
potential for applications in marketing. For example. Real-Time Bidding Advertising can be 
framed as a game with incomplete information. What price should an advertiser bid for an ad 
impression given his private value and the unknown private values of other potential bidders? 

Deep math and data analysis skills are required to write this thesis. Thus, math understanding 
and/or python-programming skills are highly recommended. 
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