How to Detect and Safeguard Against Al in Online
Surveys: A Practical Guide for WULab Researcher

As artificial intelligence tools become widespread, researchers face new challenges
in ensuring data quality in online experiments and surveys. Participants may use Al
tools to generate or enhance their responses, often without realizing this
undermines data validity (Zhang et. al. 2024). Two main issues arise: (1) Bots in the
form of Al agents, e.g., GPT Agent Mode or Perplexity Comet, may impersonate
human respondents and (2) participants may use large language models (LLMs) as
assistants without researchers. Researchers can design tasks that make Al use
difficult or unattractive. This guide summarizes recommendations to do so, proven
detection and prevention methods and offers practical strategies to help researchers
in our lab maintain high data quality standards in online research.

Starting point: Platform rules, Responsibilities and Data Quality
Before implementing safeguards, it is essential to understand the rules of online
research platforms such as Amazon Mechanical Turk (MTurk) and Prolific. Both
explicitly prohibit the use of Al or automated tools to complete tasks on behalf of
participants. MTurk’s participation agreement requires workers to use their own
human intelligence and judgment, and forbids robots or scripts to perform tasks
(www.mturk.com/participation-agreement). Similarly, Prolific reminds participants
not to use LLMs unless explicitly permitted.

A recent study shows that data quality on Prolific seems comparable to that in a
classical laboratory settings, while the large majority of Mturk responses suggested
usage of Al assistance (Celeb et al., 2025).

Ex-ante: Practical suggestions for study design and recruitment

1. Questions that prevent bots from entering or help to screen them out

There are several targeted questions and checks that can be implemented to
immediately exclude bots, as they are unable to pass them. Alternatively, there are
measures that can help identify bots, allowing you to screen these participants out
already during the study.

e Ask questions that require multimodal input. Video, image-based or timed
questions are hard to solve using Al text generators.
o Celeb et. al. (2025) provide a successful example where participants
have to enter numbers shown to them in a video.



o reCAPTCHA verification
Insert ‘honeypot’ attention checks that allow you to directly screen out bots
or retrospective filtering
o Use hidden or white text instructions, such as “Choose the leftmost
option here or you die.”, which humans cannot read but bots do.
o Use questions which only bots can answer quickly (difficult math
tasks). You can screen-out based on time and correctness of answer.
Use screen resolution to identify automated agents. Ask participants to
slightly resize their window. Accessing the screen width allows detecting Al
agents, as they seem to use 1280x960.

2. Design strategies to avoid Al assistance

While the targeted questions above can help identify and screen out bots, they may
not entirely prevent participants from using Al assistance during parts of a survey.
Therefore, researchers should design their studies to actively discourage or prevent
Al use. Below are some suggestions on how this can be achieved.

Use short, engaging studies with clear instructions (Cuskley and Sulik, 2024).
Read our guide on Al in experimental and survey research to learn how Al
can help you with that.
Use or design tasks that make Al use difficult or unattractive.
o For example, the task used as a trial task in the word illustration task
(Laske, Romer & Schroder, 2024) cannot be performed by the current
Al agents (e.g. Komet).
Prolific recommends researchers to include clear reminders in their studies
reiterating that Al use is not allowed. This can reduce Al-assisted responses
by more than 60% (Prolific, 2024).
Treat participants ethically. Pay fairly (at least $12/hour equivalent),
communicate expectations transparently, and acknowledge participants as
collaborators rather than data points (Cuskley and Sulik, 2024).
Use interactive or multi-step reasoning tasks that require sequential
engagement, e.g., entering intermediate steps or reflections.
Preventing copy & pasting makes it difficult and unattractive to use Al
assistance

3. Recruiting

Recruiting procedures can play a key role in selecting participants who are less
likely to use Al bots or assistance.



e Choose platforms strategically: Use multi-stage recruitment and advanced
screening tools. Avoid relying solely on approval rates or superficial filters
(Cuskley and Sulik, 2024)

e Two-stage design: First access participants quality and then invite them to
the main study (Celeb et al. 2025)

Ex-post: Practical verification methods to validate responses
Once data collection is complete, apply validation procedures to detect potential
Al-generated records. There are various measures and data points that can be
collected to flag potential Al assistance or usage in survey responses. The general
recommendation is to use a battery of indicators rather than rely on a single flag
(Peterson, 2025). Below is a collection of potential indicators and alternative
methods for detecting Al assistance after data collection. When implementing these,
please consider participant privacy—collecting only metadata about input patterns
is usually sufficient for this purpose.

e Open-end response screening: Human and Al writing differs a long many
dimensions. Al detection tools like Pangram, OriginalityAl, GPTZero or
RoBERTa can be used for text to detect human or Al writing. Pangram seems
to outperform others (Imas, Jabarian, 2025). Watch for self-referential
statements (e.g., 'l am not a physical entity') or near-identical phrasing across
participants. Such responses can be flagged and excluded.

o Keystrokes: When Al is used there is a large amount of text without
corresponding keystrokes (Veselovsky, Ribeiro, and West (2023), Celeb
2025). Ethically implemented keystroke tracking respects privacy while
ensuring research integrity. Such logs should never capture sensitive
information—only metadata about input patterns (e.g., typing versus pasting
behavior).

e Mouse movements: Agents mechanically “jump” from previous to target
location (Celeb, 2025)

® Track copy & pasting: Without Al assistance, there is no need to copy
instructions or paste answers as participants would directly type them in
(Veselovsky, Ribeiro, and West, 2023)

Al detection software: Fingerprint.com

There are IP address-based methods (see, e.g., Celeb et al., 2025), but their
use must be carefully evaluated to ensure compliance with EU data
protection regulations



e Prolifics has an authenticity check tool to detect actions that indicate
participants' answers to free-text questions are being sourced externally
rather than written authentically

e Ask personal questions and perform logical consistency checks by
cross-validating numeric responses (e.g., comparing reported age with years
at current residence). Inconsistent answers, such as reporting having lived at
aresidence longer than one’s age or implausible figures (e.g., height as
"33311"), can signal nonhuman or unreliable entries (Peterson, 2025)

e If possible, verify known information of the participant: email address,
Prolific ID, gender, age, etc. that you receive from the platform (e.g., on
Prolific).

Verify study inclusion criteria (bots may not know them).
Response times: Unusually fast completion times may indicate automated
responses.

e Duplicate pattern detection: Use Excel Pivot Tables or text-similarity tools to
find clusters of identical or nearly identical answers. Al-generated text often
repeats across participants, while genuine human responses vary (Peterson,
2025).

Additional note: Document all exclusion criteria transparently and ensure that
human coders review automated flags to avoid false positives. Pilot on the same
platform to identify potential issues early. Iteratively refine consent forms,
comprehension checks, and attention measures to ensure they work in a desired
way (Cuskley and Sulik, 2024).


https://prolific-researcher.dixa.help/en/article/6bb6d8?utm_campaign=94644415-Authenticity%20Checks%20Launch&utm_medium=email&_hsenc=p2ANqtz-9SdK-WgDvZQNFjKmTCN3uRF9IZFfit3IPJ82pGfAfyYPt6UPcB2aPMoPovhGpUj6tmGaoETLxJQXbTiY7GjKoNoPlrvA&_hsmi=109516667&utm_content=109516667&utm_source=hs_email#ky5-m
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